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Abstract: Low-fidelity engineering wake models are often combined with linear superposition laws
to predict wake velocities across wind farms under steady atmospheric conditions. While convenient
for wind farm planning and long-term performance evaluation, such models are unable to capture
the time-varying nature of the waked velocity field, as they are agnostic to the complex aerodynamic
interactions among wind turbines and the effects of atmospheric boundary layer turbulence. To
account for such effects while remaining amenable to conventional system-theoretic tools for flow
estimation and control, we propose a new class of data-enhanced physics-based models for the
dynamics of wind farm flow fluctuations. Our approach relies on the predictive capability of the
stochastically forced linearized Navier–Stokes equations around static base flow profiles provided
by conventional engineering wake models. We identify the stochastic forcing into the linearized
dynamics via convex optimization to ensure statistical consistency with higher-fidelity models or
experimental measurements while preserving model parsimony. We demonstrate the utility of our
approach in completing the statistical signature of wake turbulence in accordance with large-eddy
simulations of turbulent flow over a cascade of yawed wind turbines. Our numerical experiments
provide insight into the significance of spatially distributed field measurements in recovering the
statistical signature of wind farm turbulence and training stochastic linear models for short-term
wind forecasting.

Keywords: convex optimization; data-enhanced control-oriented modeling; stochastically forced
Navier–Stokes equations; turbulence modeling; wake modeling; wind energy

1. Introduction

In recent years, experiment- and simulation-based studies have demonstrated the
efficacy of induction and wake steering as control strategies that can improve the perfor-
mance of wind farms [1–8]. With the exception of a small number of studies that have
pursued model-free methods for maximizing power production, e.g., extremum seeking
control [9–14], efforts in designing wind farm controllers have relied on various levels of
abstraction offered by models of wind farm flows. To date, most model-based approaches
have focused on open-loop control policies informed by look-up tables that determine
the optimal turbine settings offline based on the response of static engineering models
to different steady-state atmospheric conditions (e.g., wind directions, wind speed, and
turbulence intensity). While successful in controlled experimental or numerical testing en-
vironments [4–6], potentially unforeseen variations in turbulent inflow conditions, terrain
specific effects, or sensing/actuation errors can hinder the generalizability, and thus appli-
cability, of open-loop strategies at the scale of large wind farms. Robust feedback control
provides the systematic means to tackle such challenges by systematically accounting for
uncertainties in sensing and actuation, unknown exogenous disturbances, and modeling
errors [15,16].

Due to the vast range of spatio-temporal scales over which coherent structures affect
turbine performance and the intricate nature of wake turbulence, model-based closed-loop
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control design has predominantly relied on computationally expensive high-fidelity mod-
els, such as those that are used in large-eddy simulations (LES) to demonstrate meaningful
performance improvements [17–27]. While such models play an important role in improv-
ing our understanding of wake turbulence, their computationally intractable nature has
thus far precluded their utility in the development of real-time wind farm controllers that
can adapt to time-varying atmospheric conditions informed by supervisory control and
data acquisition (SCADA) measurements. This motivates the development of lower-fidelity
models that capture essential flow features while being amenable to conventional control
design techniques.

1.1. Control-Oriented Wake Modeling

Seminal efforts toward developing low-fidelity models of turbine wakes have focused
on two-dimensional (2D) heuristics-based methods that capture the reduction in the mean
streamwise velocity at hub height for given steady atmospheric conditions [28–30]. Enabled
by structural approximations of turbine rotors (e.g., the actuator disk model (ADM) [31]),
more sophisticated variants that observe conservation principles for mass and momen-
tum [32] or even model the mean streamwise velocity deficit as a Gaussian distribution [33]
have been combined with wake superposition laws to improve predictions of the power
captured by wind farms. Efforts have also been made to incorporate three-dimensional (3D)
effects resulting from turbine yawing or the ground into numerical integration schemes that
predict the curled shape of turbine wakes [34–36]. More recent analytical developments
bypass the need for numerical integration while accounting for curled shape deformations
and even lateral and wall-normal deflections of turbine wakes (e.g., due to ground ef-
fects [37]). Analytical models have also been proposed for second-order flow quantities, i.e.,
streamwise turbulence intensity (e.g., [38]). The slower recovery of turbulence intensities
relative to the averaged velocity deficit necessitates alternative superposition techniques
that prevent the overprediction of second-order quantities [39]. Nevertheless, in the ab-
sence of a dynamical model for the fluctuating velocity field, the over-simplified nature of
wake models that neglect the time-varying attribute of near-field turbulence (i.e., the region
immediately behind turbine rotors wherein the velocity field is strongly inhomogeneous,
sheared, and dominated by flow structures that are created due to rotor fluid mechanics,
e.g., tip vortices [40]) leads to the under-prediction of wake recovery [41]. This, in turn,
can yield inaccurate predictions of quantities of interest for turbine control (e.g., loads and
power production) and wind forecasting (e.g., wind gust events).

Contributions have been made to add a degree of dynamics or parametric stochasticity
to low-fidelity wake models, e.g., the dynamic wake-meandering model [42] and the
dynamic extension of the Park model [43]. Reliance on extensive parametric tuning,
dynamical complexities, and the absence of constructive methods for uncertainty modeling
challenge the utility of such models for real-time estimation and control. Medium-fidelity
models (e.g., the Reynolds-averaged Navier–Stokes (RANS) equations) have sought to
overcome these issues by capturing the 3D dynamic variation of the velocity field and
incorporating turbulence models [44–46]. However, the limitations of current turbulence
models [47] and the nonlinearity of medium-fidelity models hinder their utility for real-time
optimal estimation and control.

Efforts have also been made to train reduced-order models of low-fidelity using data
from numerical simulations. In conjunction with graph-based methods, such data-driven
models have been used to estimate the direction of free-stream velocity [48], identify clus-
ters of wind turbines within farms [49], or even predict variations in power output due
to changes in the inlet wind direction [50]. Statistical methods may also be used to infer
stochastic dynamical models directly from data [51] or to account for parametric uncertain-
ties caused by atmospheric variability [52]. In a similar vein, machine learning approaches
have been used to obtain reduced-order models based on data collected from experiments
and numerical simulations [53–56]. Data-driven methods are attractive due to their flexibil-
ity in analyzing different physical phenomena. However, data anomalies and unreliable
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measurements challenge the reliability of data-driven models, as they are agnostic to the
underlying physics, which may change in unpredictable ways due to control actuation and
sensing. This compromises the performance of data-driven models in regimes that were
not explored in the training phase and gives rise to nontrivial challenges for model-based
control design [57,58]. The described lack of robustness and generalizability is exacerbated
by the uninterpretability of dynamic links that are identified through optimization pro-
cedures, the intricate multi-layer nature of models that are identified via (deep) neural
networks, and the reliance on extensive parametric tuning. A promising direction is to
constrain data-driven models to subspaces that are dictated by the underlying physics, i.e.,
physics-informed machine learning [59–61]. An alternative approach, which we pursue
in this work, is to leverage the predictive capability of a prior model that arises from
first principles, i.e., linearization of the Navier–Stokes (NS) equations around stable flow
states, and to use data-driven techniques to enhance its accuracy in matching data from
high-fidelity simulations or experiments.

The linearized NS equations have been combined with vortex cylinder theory to
provide a physics-based alternative for the dynamical modeling of wind farm flows [62].
Furthermore, in conjunction with actuator disk theory, the 2D linearized NS equations
have been reformulated as a quasi-linear parameter-varying descriptor model and used for
the purpose of wind farm control [63]. Such models that are based on the linearized NS
equations can overcome some of the shortcomings of conventionally used low-fidelity wake
models in qualitatively predicting flow features of turbulent wakes and the resulting power
production [45]. However, quantifying and modeling the uncertainties due to (i) the choice
of base flow around which linearization happens and (ii) the absence of nonlinear terms
remain challenging. In particular, modeling such sources of uncertainty plays an important
role in obtaining well-posed estimation gains when using linear models for predicting flow
statistics [64,65]. In the pursuit of low-complexity models that are well suited for short-
term wind forecasting and control, we adopt a turbulence modeling framework [66,67] that
allows us to overcome such challenges and capture statistical signatures of turbulent wakes
using the stochastically forced linearized NS equations.

1.2. Stochastic Dynamical Turbulence Modeling

When subjected to additive stochastic excitation, a linear system provides a stochas-
tic response with statistical characteristics that can be qualitatively and quantitatively
compared with the results of nonlinear simulations or experiments. For example, the
stochastically forced linearized NS equations have been shown to reproduce structural
and statistical features of transitional [68–73] and turbulent [66,74,75] wall-bounded shear
flows [76]. In these studies, additive stochastic excitation is used to model the effects of
neglected nonlinear terms and exogenous sources of excitations that are not captured by
the linearized dynamics. Based on this, inverse problems can be posed to utilize partially
observed statistical signatures of complex dynamical systems that are generated by numer-
ical simulations or experimental measurements to shape the statistics of stochastic forcing
into the linearized dynamics [66,67,77]. Specifically, the spectral content of the stochastic
forcing is identified via convex optimization to ensure statistical consistency of the output
of the linearized dynamics with the result of nonlinear simulations or experiments while
preserving the principle of parsimony, i.e., regulating the complexity of filters that generate
the appropriate forcing. An alternative yet closely related approach is to identify dynamical
modifications to the linearized NS equations to ensure statistical consistency in the output
velocity field. This approach has been shown to uncover important nonlinear interactions
that are lost in linearization; see [78,79] for additional details.

1.3. Motivation and Contribution

In the pursuit of dynamical models that are well suited for the short-term estimation
of atmospheric flows impinging on wind farms, we offer a novel approach to compensating
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for the shortcomings of conventional low-fidelity wake models. Our contributions can be
listed as follows:

• Providing dynamical models of the velocity fluctuation fields within multi-turbine
wind farms by linearizing the NS equations around static waked velocity profiles from
engineering wake models;

• Using the optimization-based framework of Zare et al. [66,67,77] to realize the stochas-
tic forcing that triggers a response from the linearized dynamics that is statistically
consistent with high-fidelity LES;

• Adopting a volume penalization technique to account for the obstruction caused by
turbine rotors instead of resolving the grid and implementing boundary conditions;

• Identifying a minimal training dataset of velocity correlations that are crucial for
completing statistical signatures of wake turbulence even when turbine rotors are
misaligned with the free stream.

The inverse modeling approach of Zare et al. [66,67,77] allows us to ensure the parsi-
mony of the identified forcing models that excite the dynamics of velocity fluctuations; our
models are of lower-dimensional (i.e., the coloring filters have same number of degrees-of-
freedom as the finite-dimensional approximation of the linearized dynamics) and dynami-
cal (i.e., the coloring filters are linear) complexity relative to medium-fidelity models, e.g.,
RANS, and are thus convenient for analysis and synthesis using tools from modern robust
control theory. Moreover, it can be particularly enabling for wind farm flow estimation, as
it provides systematic means for the identification and realization of colored process noise
in Kalman filtering [80]. In this paper, we focus on issues pertaining to the training of our
stochastic dynamical models, namely, the amount of statistical data we need to capture
the energetically dominant parts of the flow and how the performance of our models
may change in the presence of yaw misalignment. Our results provide insights into the
significance of spatially distributed field measurements in developing models that capture
the statistical signature of wind farm turbulence and support the robust performance of
our stochastic models in capturing small atmospheric wind variations that are pertinent to
wind turbine control in below-rated wind speeds (Regions 2 and 2.5).

1.4. Paper Outline

In Section 2, we formulate the problem of matching second-order turbulence statistics
(velocity variances) across multi-turbine wind farms by accounting for the dynamics of
velocity fluctuations around a static wake profile resulting from an analytical engineering
model. In Section 3, we provide details on the stochastically forced linearized NS model,
which we use to capture the dynamics of hub-height turbulence in wind farms. In Section 4,
we summarize the optimization-based approach for shaping the stochastic forcing into
the linearized NS equations and matching turbulence statistics. In Section 5, we apply
our approach to the problem of matching the LES-informed velocity variances across a
multi-turbine wind farm and verify our results using linear stochastic simulations. Finally,
in Section 6, we summarize our contributions and point to potential future directions.

2. Problem Formulation

The wind velocity field u in the farm can be decomposed into the sum of a time-
averaged mean ū and zero-mean fluctuations v as

u = ū + v, ū = E[u], E[v] = 0 (1)

where overline and E[·] both denote the time-average operator, e.g.,

ū(x) = E[u(x, t)] = lim
T→∞

1
T

∫ T

0
u(x, t + τ)dτ.

Here, x denotes the spatial coordinates and t is time. The velocity fluctuation field v, which
we use to capture the effect of atmospheric turbulence on the wake model, is assumed
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to be a stochastic Gaussian process. While analytical models provide a static prediction
of the effective velocity in the wind farm (similar to ū), the fluctuation field v provides
an additional dynamic degree of freedom whose second-order statistics can be modeled
to improve predictions of flow quantities across the farm; given a set of available partial
second-order statistics for a velocity field (i.e., velocity variances or turbulence intensities),
the dynamics of v may be modeled to reproduce the available data.

Among the various options we may explore in modeling the velocity fluctuation v
(e.g., data-driven models), we pursue stochastically forced linear time-invariant (LTI) ap-
proximations of complex wind farm flow dynamics. Specifically, we assume the dynamics
of velocity fluctuations v to follow the state-space representation

ψt(x, t) = A ψ(x, t) + B d(x, t)

v(x, t) = C ψ(x, t)
(2)

where ψ and ψt are the state vector and its derivative with respect to time, A is the dynamic
generator that represents the prior dynamical representation for the turbulent flow dynam-
ics, B is the input operator that is used to introduce an input d into the dynamics, and C is an
output operator that relates the state ψ to the output velocity field v. In this paper, we adopt
a modeling framework that aims to identify the stationary zero-mean stochastic process d
that ensures statistical consistency (up to a second order) of the output v with the result of
LES. For our purposes, the dynamic generator A represents a physics-based approximation
resulting from the linearization of the NS equations around static base flow profiles that are
generated by conventional engineering models. Nonetheless, alternative linear models that
may result from application-specific assumptions/simplifications or data-driven methods,
e.g., dynamic mode decomposition [81–84], may also provide viable starting points for our
modeling framework. Together with the prior low-fidelity engineering model that predicts
ū, the stochastic dynamical model considered for velocity fluctuations v gives rise to a class
of low-complexity models that are statistically consistent with high-fidelity models while
having lower dynamic complexity relative to medium-fidelity models.

3. Stochastically Forced Linearized Navier–Stokes Equations

In this section, we provide details on the stochastically forced linearized NS equations
around a static 2D base flow profile ū resulting from a low-fidelity engineering wake model.
Our focus is on 2D models of wind farm turbulence that are constrained to horizontal planes
at the hub height of wind turbines. We note, however, that the proposed framework is
readily generalizable to 3D wind farm models that account for the wall-normal dimension.

The dynamics of small velocity and pressure fluctuations (v, p) around the base flow
profile (ū, P̄) are governed by the linearized NS and continuity equations

vt = −(v · ∇)ū − (ū · ∇)v − ∇p +
1

Re
∆v − K−1 v + d

0 = ∇ · v,
(3)

where the momentum equations are augmented with a volume penalization term K−1 v and
a zero-mean stationary stochastic d to capture the effect of turbine structures and trigger a
statistical response from the linearized dynamics, respectively. The velocity fluctuations
vector consists of streamwise u and spanwise w components of velocity, i.e., v = [ u w ]T ,
∇ is the gradient operator, ∆ = ∇ · ∇ is the Laplacian operator, and the Reynolds number
Re = U∞d0/ν is defined in terms of the rotor diameter d0, the free-stream velocity U∞, and
the kinematic viscosity ν. All variables and parameters are non-dimensionalized: length by
d0, velocity by U∞, time by d0/U∞, and pressure by ρ U2

∞.
The volume penalization method adopted in the dynamics of velocity fluctuations (3)

avoids the implementation of boundary conditions in complex geometries by modeling
the effect of solid obstructions of the flow as a spatially varying permeability function K
that influences the governing equations as an additive body force. Within the fluid, the
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penalization resulting from the permeability function K should have no influence on the
flow, i.e., K → ∞, yielding back the original linearized NS dynamics for v. On the other
hand, within solid structures, the function K should force the velocity field to zero, i.e.,
K → 0; see [85] for details. To capture the spatial region that is influenced by the presence
of the turbines, we use a smooth 2D filter function of the form

K−1(x, z) =
c

π2 [arctan(a(x− x1)) − arctan(a(x− x2))][arctan(a(z− z1)) − arctan(a(z− z2))], (4)

where x1,2 and z1,2 determine the spatial extent of the rotors in the horizontal directions, and
parameters a and c determine the slope and magnitude of the function, respectively; see
Figure 1 for samples of one-dimensional (1D) and 2D resistance functions K−1. Typically,
the slope a is set to a reasonably large value that clearly captures the spatial extent of
the turbines but does not violate the differentiability of the linearized operator or cause
large derivatives of K−1. Ideally, the magnitude c would be set to extremely large values
to ensure a significant drop in the velocity field within the turbine structures. However,
in practice, large values of c can violate the stability of the linearized NS operator. Our
numerical experiments suggest that the largest value of c before the linearized dynamics
becomes marginally stable (eigenvalues of A in Equation (2) fall on the imaginary axis)
provides the best balance in capturing the effect of turbines on the turbulent velocity field
while maintaining a well-behaved stable dynamic generator. Figure 1 shows 1D and 2D
examples of resistance functions K−1 over single- and multi-turbine domains, respectively.
When accounting for the presence of yawed turbines, the coordinates and spatial limits x1,2
and z1,2 in Equation (4) are rotated by the yaw angle; see Figure 2 for an illustration.

(a) (b)

K
−

1

z

z

x

Figure 1. (a) The spanwise dependence of the resistance function K−1(z) following Equation (4) with
z1 = −0.1, z2 = 0.1, a = 5, and c = 400 assuming a solid body at z = 0. (b) The streamwise and
spanwise dependence of the resistance function K−1(x, z) corresponding to a cascade of 4 turbines.
The thick black lines mark the turbine rotors.

In Equation (3), a standard conversion can be used to eliminate pressure and convert
the dynamics from a descriptor form to an evolution form. Furthermore, a finite-difference
scheme with Nx and Nz discretization points in the streamwise x and spanwise z directions,
respectively, may be used to approximate the underlying differential operators and obtain
the finite-dimensional state-space representation

v̇(t) = A v(t) + B d(t). (5)

with v(t) ∈ R2×Nx×Nz and d(t) ∈ R2×Nx×Nz . See Appendix A for the system matrices,
details on the finite-dimensional approximation, and boundary conditions. For the wind
farm flow under steady atmospheric conditions, the operator A in Equation (5) has no
exponentially growing eigenmodes (i.e., the dynamic matrix A is stable). Thus, subject to
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zero-mean white-in-time forcing d with spatial covariance Ω � 0, i.e., E(d(t)) = 0 and
E
(
d(t)dT(τ)

)
= Ω δ(t − τ), the steady-state covariance of the fluctuating velocity field

X := lim
t→∞

E
(

v(t) vT(t)
)

can be obtained from the solution to the Lyapunov equation

A X + X AT = −B Ω BT . (6)

This equation relates the statistics of white-in-time forcing, represented by Ω, to the infinite-
horizon state covariance X via system matrices A and B.
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The energy spectrum of the streamwise and spanwise velocity components can be
extracted from the diagonal entries of the matrix X, and the total kinetic energy of the flow
can be computed as

E = trace(X) (7)

While white-in-time forcing is useful in studying the receptivity of the turbulent flow
to exogenous disturbances [72,73], it is often found to be insufficient in reproducing its
statistical signatures [66,67]. To address this issue, we next consider the more general case
of colored-in-time stochastic forcing, and pose inverse problems that identify both the
statistics of colored-in-time forcing and an input matrix B to match the available second-
order statistics of wind farm turbulence using the LTI model (5).

4. Stochastic Dynamical Modeling of Partially Available Second-Order Statistics

Modern-day wind farms use a host of sensing devices that are distributed across
the farm to provide critical SCADA data for assessing the performance of the power
plant and making changes to the operational settings of wind turbines in real time. The
incoming stream of flow measurements from nacelle-mounted anemometers, weather
towers, pressure sensors, or even Doppler LiDAR systems can be processed to determine the
power extracted by turbines, loads exerted on rotor structures, and the direction and speed
of the incoming wind. Time-averaged quantities can also be used to develop wake models
that may in turn enable model-based flow estimation and wind farm control synthesis.
Moreover, due to advances in high-performance parallel computing, large datasets are
becoming accessible from the LES of wind farm flows under various atmospheric conditions.
Herein, we utilize such data to realize stochastic forcing models for the linearized NS
Equation (5) that yield output velocity statistics that best reproduce the results of LES. We
consider the availability of velocity variances at prespecified locations across the wind
farm, i.e., second-order statistics of the fluctuating velocity field v2, which constitute entries
of the covariance matrix X of the linearized model (5). In Section 5.3, we demonstrate
how knowledge of a subset of such statistics can suffice in completing the second-order
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(b) γ = 30° against the streamwise direction. The black lines mark the turbine rotors.

The energy spectrum of the streamwise and spanwise velocity components can be
extracted from the diagonal entries of the matrix X, and the total kinetic energy of the flow
can be computed as

E = trace(X) (7)

While white-in-time forcing is useful in studying the receptivity of the turbulent flow
to exogenous disturbances [72,73], it is often found to be insufficient in reproducing its
statistical signatures [66,67]. To address this issue, we next consider the more general case
of colored-in-time stochastic forcing, and pose inverse problems that identify both the
statistics of colored-in-time forcing and an input matrix B to match the available second-
order statistics of wind farm turbulence using the LTI model (5).

4. Stochastic Dynamical Modeling of Partially Available Second-Order Statistics

Modern-day wind farms use a host of sensing devices that are distributed across
the farm to provide critical SCADA data for assessing the performance of the power
plant and making changes to the operational settings of wind turbines in real time. The
incoming stream of flow measurements from nacelle-mounted anemometers, weather
towers, pressure sensors, or even Doppler LiDAR systems can be processed to determine the
power extracted by turbines, loads exerted on rotor structures, and the direction and speed
of the incoming wind. Time-averaged quantities can also be used to develop wake models
that may in turn enable model-based flow estimation and wind farm control synthesis.
Moreover, due to advances in high-performance parallel computing, large datasets are
becoming accessible from the LES of wind farm flows under various atmospheric conditions.
Herein, we utilize such data to realize stochastic forcing models for the linearized NS
Equation (5) that yield output velocity statistics that best reproduce the results of LES. We
consider the availability of velocity variances at prespecified locations across the wind
farm, i.e., second-order statistics of the fluctuating velocity field v2, which constitute entries
of the covariance matrix X of the linearized model (5). In Section 5.3, we demonstrate
how knowledge of a subset of such statistics can suffice in completing the second-order
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statistical signature of wind farm turbulence. In the remainder of this section, we provide
background material regarding the structural constraints on the state covariance matrix
X, draw from the stochastic dynamical modeling framework of Zare et al. [66,67,77] to
formulate covariance completion problems that identify the statistics of stochastic forcing d
into the linear Gaussian model (5) to reproduce available second-order statistics v2, and
provide filter parameterization for the realization of the identified forcing d.

4.1. Second-Order Statistics of LTI Systems

For system (5) with Hurwitz A and controllable pair (A, B), a matrix X qualifies as
the steady-state covariance matrix of the state vector, i.e.,

X := lim
t→∞

E
(

v(t) vT(t)
)

if and only if the Lyapunov-like equation

A X + XAT = −B HT − H BT (8)

is solvable for the matrix H [86,87]. The matrix H quantifies the cross correlation between
the input and the state in model (5) [Appendix B] [66]:

H := lim
t→∞

E
[
v(t)dT(t)

]
+

1
2

B Ω.

When the stochastic input d is a zero mean and white in time (state-independent) with
covariance Ω, H = (1/2)B Ω reduces Equation (8) to the standard algebraic Lyapunov
Equation (6). In contrast to the Lyapunov Equation (6), the right-hand side of Equation (8)
is generally sign indefinite, i.e., it will have both positive and negative eigenvalues, unless
the stochastic forcing d is white in time. The one-point velocity correlations along the
diagonal of the state covariance matrix X constitute velocity variances that are matched in
accordance with field measurements across the farm.

4.2. Covariance Completion

Given partially known diagonal entries of X corresponding to velocity variances
across the farm, we seek an input matrix B and statistics of forcing d that are consistent
with the hypothesis that the required statistics in v are generated by model (5) with known
generator A. It is also important to restrict the complexity of the identified forcing model,
which is quantified as the number of degrees of freedom that are directly influenced by the
stochastic forcing, i.e., the number of input channels in matrix B or rank(B). To these ends,
we solve the structured covariance completion problem:

minimize
X, Z

− log det(X) + µ ‖Z‖∗
subject to A X + XAT + Z = 0

X ◦ E − G = 0

(9)

which penalizes a composite objective subject to two linear constraints. The first constraint
denotes the Lyapunov-like Equation (8) with Z := BHT + HBT , and the second denotes the
necessity to match known velocity statistics. Here, the matrices A, E, and G are problem
data, and the Hermitian matrices X and Z are optimization variables. Entries of G represent
partially available second-order statistics of the velocity field v, the symbol ◦ denotes
element-wise matrix multiplication, and E is the structural identity matrix:

Eij =

{
1, if Gij is available

0, if Gij is unavailable.
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The objective function provides a trade-off between the solution to a maximum-entropy
problem and the complexity of the forcing model; the logarithmic barrier ensures the
positive definiteness of the matrix X, and the nuclear norm regularizer, which is weighted
by the parameter µ > 0, is used as a proxy for the rank function (see, for example, Ref-
erences [88,89]). The rank of the matrix Z bounds the number of independent input
channels or columns in matrix B; for details, see [77]. We note that unless the forcing d in
Equation (5) is white in time, the matrix Z may have both positive and negative eigenvalues.
Optimization problem (9) is convex and therefore has a globally optimal minimizer because
its objective function is convex (linear combination of a strongly convex logarithmic barrier
function and a convex regularization term) and its constraint set is linear. Moreover, it
can be cast as a semidefinite program and solved efficiently using standard solvers [90–92]
for small- and medium-size problems. In [77,93,94], customized algorithms were devel-
oped to deal with larger problems such as those arising in the modeling of multi-turbine
wind farms.

4.3. Stochastic Realization

Problem (9) combines the nuclear norm with an entropy function in order to target
low-complexity structures for stochastic forcing and facilitate the construction of a particu-
lar class of low-pass filters that generate suitable forcing into Equation (5). Following the
spectral factorization technique described in [Section III.B] [77], the solution Z to optimiza-
tion problem (9), which represents the right-hand side of the Lyapunov-like Equation (8)
(i.e., Z = BHT + HBT), can be decomposed into matrices B and H. As shown in [Propo-
sition 2] [77], the number of columns in the resulting input matrix B, which also dictates
the number of colored-in-time inputs d in model (5), is given by the maximum of positive
and negative eigenvalues of matrix Z. Factors B and H, together with matrix X, which
also results from solving problem (9), and the state matrix A, enable the construction of
generically minimal linear filters that have the same number of degrees of freedom as
system (5). The state-space representation for such filters is given by

ξ̇(t) = (A− B C f ) ξ(t) + B w(t)
d(t) = −C f ξ(t) + w(t)

(10)

where,

C f =
1
2

Ω BTX−1 − HTX−1.

Here, ξ is the state of the filter, and w is a zero-mean white-in-time stochastic process
with covariance Ω � 0. The state-space representation of the cascade connection of the
linear filter (10) and linearized NS dynamics (5) (Figure 3) has twice as many states as the
finite-dimensional approximation to linearized dynamics and is not controllable, i.e., it is
not minimal. By removing the uncontrollable states, we arrive at a parsimonious (low rank)
modification to the original linearized dynamics (see Section II.B of [77] for details):

v̇(t) =
(

A − B C f

)
v(t) + B w(t). (11)

The resulting stochastic wake model is linear and maintains a close relation with
the physics retained by the linearized NS equations due to the low-rank nature of the
modification term BK, which follows the column rank deficiency in matrix B. Thus, it
is not only convenient for the purpose of conducting linear stochastic simulations and
real-time model-based feedback control with provable performance guarantees but it holds
the promise of ensuring satisfactory performance, even when the real physical system
deviates from the model used for design.
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Figure 3. The cascade connection of the linearized flow dynamics with a linear coloring filter that is
designed to account for sampled second-order statistics of the output velocity v.

5. Numerical Experiment

In this section, we demonstrate the utility of the stochastic dynamical modeling frame-
work in completing the partially available statistical signature of the turbulent velocity
field at the hub height of a wind farm. We begin with a brief discussion into the details of
LES, which were used to generate data for the training and verification/validation of our
stochastic dynamical models. We also provide details on the analytical base flow model
around which we linearize the NS equations. We then focus on a single turbine configura-
tion to assess the value of providing velocity statistics at various distances downstream of
the turbine in training our data-enhanced stochastic wake model. Building on the results
obtained from this case study, we model the turbulent flow impinging on a 4× 1 cascade
of turbines. Finally, we provide a dynamical realization for the identified stochastic forcing
that drives the linear dynamics of the flow over the turbine cascade and use linear stochastic
simulations to validate the output of the overall model.

5.1. Large-Eddy Simulations

A cascade of four NREL-5MW reference turbines [95] is simulated using the LES code
UTD-WF [96–99], which employs the rotating ADM and the immersed boundary method
of Orlandi and Leonardi [100] to respectively account for the effect of the rotating turbine
blades and the turbines’ towers and nacelles. The computational box extends 32 d0, 10.24 d0
and 10 d0 in the streamwise, spanwise, and vertical directions, respectively, where d0 is
the rotor diameter. The distance between the inlet and the most upstream turbine is equal
to 9 d0. The LES was performed in a computational box with no-slip conditions at the
bottom boundary in addition to the surfaces of nacelles and towers, free-slip conditions at
the top boundary, periodic boundary conditions in the spanwise direction, and radiative
boundary conditions [101] at the outlet. In the vicinity of turbine structures, the grid is
uniformly refined in all the three directions with ∆x = ∆z = ∆y = 0.025 d0, and away from
the turbines, the grid is stretched in the vertical direction. Although the resolution is not
sufficient to resolve the boundary layer flow around the tower accurately (as in most LES),
the impermeability provided by the immersed boundary method reproduces blockage
effects and overall momentum loss across the turbine structures.

Neutral atmospheric stability conditions were used in the LES. At the inlet of the
computational domain, atmospheric boundary layer conditions were mimicked by super-
imposing the turbulent velocity field from a precursor simulation to a mean velocity profile
expressed by the power law

U
Uhub

=

(
y

yhub

)α

(12)

where U is the streamwise velocity component at height y, Uhub = U∞ is the mean stream-
wise component of the wind velocity at hub height yhub, and α is the shear exponent, which
we set to 0.05. The upstream velocity U∞ is chosen to be about 0.8 Urated, where the rated
wind speed Urated is set to 11.4 m/s [95]. This allows using a standard region II control
law [102,103] for the rotor dynamics, where each turbine is assumed to extract the maximal
energy from the incoming flow. The superposition of the mean flow in Equation (12) and
the turbulence from the precursor simulation ultimately results in a hub-height turbulence
intensity of 8% impinging the first turbine in the cascade. The precursor simulation was
performed in a computational box with periodic boundary conditions in both streamwise
and spanwise directions, with no-slip conditions at the bottom and free-slip conditions at
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the top. To promote the generation of turbulence, roughness cubes with a height of 0.1 yh
were placed at the bottom of the computational box in a manner that ensures the recovery
of the log-law profile before the sampling plane for the wind farm simulation [104].

The time-averaged and root mean square profiles of velocity fluctuations are computed
using 750 instantaneous snapshots of the 3D velocity field generated by LES. These snapshot
were taken over a period of about 27 min of real-time operation (150 non-dimensional
time units based on a reference length and speed of 126 m and 11.4 m/s) with a temporal
resolution of about 2 s (0.2 non-dimensional time units). In accordance with the LES, the
numerical experiments herein consider Re = 8× 107 based on d0 and U∞.

5.2. Base Flow

Our stochastic models are based on the stochastically forced linearized NS equations
around a static base flow profile ū with an analytical expression provided by a low-fidelity
engineering wake model. For simplicity, we restrict the computational domain to the
2D space at hub height, and assume zero cross wind, which means that the base flow
will only contain one non-zero component in the streamwise direction. We use the wake
model proposed in reference [105], which accounts for the deflection in the wake trajectory
resulting from the misalignment of the turbine rotor against the wind direction. We
note, however, that our framework allows for the incorporation of more complex wake
models that may result in improved predictions of the velocity fluctuation field. Herein,
we summarize the equations that describe the streamwise velocity profile provided by
Bastankhah and Porté-Agel [105] in addition to the values of parameters used in generating
the results in the following subsections. This wake velocity field is given by [105]

U(x, z) = U∞ − U∞

(
1 −

√
1 − CT cos(γ)

8
(
σy σz

)
)

e
−

1
2

[(y− yh
σy

)2

+

( z− δ

σz

)2]

(13)

where all length scales are non-dimensionalized by the rotor diameter d0, γ is the yaw
angle, yh is the hub height, CT is the thrust coefficient, δ is the spanwise deflection of the
wake centerline, and wake parameters σy and σz are given by

σy = k(x − x0) +
1√
8

; σz = k(x − x0) +
cos(γ)√

8
(14)

where k is the wake growth rate, and x0 is the potential core length computed as

x0 =
cos(γ)

(
1 +
√

1− CT
)

√
2
(
4 α I + β?

(
1 − √1− CT

)) .

The potential core length x0 is used to demarcate the near- (x ≤ x0) and far-wake (x > x0)
regions. In the near-wake region, δ = θc0 x, and in the far-wake region,

δ = θc0 x0 +
θc0

14.7

√
cos(γ)

k CT

(
2.9 + 1.3

√
1− CT − CT

)
ln




(1.6 +
√

CT)

(
1.6

√
8 σy σz

cos(γ)
−√CT

)

(1.6−√CT)

(
1.6

√
8 σy σz

cos(γ)
+
√

CT

)




where θc0 is the deflection angle between the wake and the free-stream flow in the near-wake
region and is given by θc0 = 0.3 γ

(
1 −

√
1 − CT cos(γ)

)
/ cos(γ). Figure 4a provides an

illustration of the geometric parameters that characterize this Gaussian wake model. Finally,
when considering multi-turbine farms, we follow a linear superposition law to capture



Energies 2023, 16, 6908 12 of 24

velocity deficits in the overlapping regions where wakes interact [41,106]. Based on this,
the velocity at any given spatial location (x, z) within a multi-turbine wind farm is given by

U(x, z) = U∞ − ∑
k
(U∞ − Uk(x, z))

where Uk denotes the wake velocity of the k-th turbine computed using Equation (13).
Our numerical experiments (not presented for brevity) show little gain when using more
sophisticated (e.g., root-sum-squared) superposition laws [29,107].

(a) (b)

z

x

Figure 4. (a) Top view of the potential wake core (highlighted in grey) of a yawed wind turbine
that extends a streamwise distance of x0 beyond the location of the hub. The centerline of the wake
first deflects at an angle θc0 (counter rotational to the rotor yaw angle γ), and then realigns with the
free-stream velocity U∞ beyond the core length. (b) Colormaps of streamwise velocity computed
for the hub height of a cascade of uniformly yawed (γ = 45°) turbines using Equation (13) from
Bastankhah and Porté-Agel [105]. Velocity and length are non-dimensionalized by the free-stream
U∞ and the rotor diameter (d0), respectively, and turbine rotors are marked by thick black lines.

In generating the results presented in the remainder of this section, the horizontal
dimensions are uniformly discretized with ∆x = ∆z = 0.125. Furthermore, in Equation (14)
the choice of k = 0.022 follows Ref. [105] and CT = 0.787 is associated with the peak
power production of a 5 MW NREL turbine [95] using an LES code that incorporates blade
momentum element theory [97,108]. We note that the choice of base velocity parameters
could be guided by the origin of the flow statistics used in training the stochastic model
of flow fluctuations (cf. Section 4.2), e.g., LES in this paper. In other words, if instead
of LES data, the training dataset consisted of velocity correlations measured via a field
campaign, the wake growth rate k in Equation (14), which itself depends on the turbulence
intensity, could be chosen in a consistent manner with the experimental measurements.
Figure 4b shows the static 2D velocity field predicted by Equation (13) for a 4-turbine
cascade configuration with equal spacing and yaw.

5.3. Predicting Second-Order Turbulence Statistics

In this section, we evaluate the predictive capability of our stochastic modeling frame-
work in completing the statistical signature of the hub-height turbulent velocity field in
single-turbine and four-turbine cascade configurations. Specifically, we assume knowledge
of the streamwise and spanwise velocity variances at various diameters behind wind tur-
bines and predict the remainder of the second-order statistical signature of the flow using
the stochastically forced linearized NS model (5). The available turbulence statistics may
be provided by field measurement devices such as LiDAR systems that are deployed in
wind farms to scan and monitor hub-height wind [109]. Herein, the turbulence statistics
that are made available to the optimization framework are computed from time-resolved
LES-generated velocity fields. For consistency with precursor simulations that have been
used to generate turbulent inflow conditions for the LES, all numerical experiments assume
knowledge of velocity statistics at all data points upwind of the leading turbine. The
optimization framework of Section 4.2 identifies the appropriate colored-in-time forcing to
the linearized NS equations to account for the available statistics and predict unavailable
ones by virtue of the physics-based nature of model (5).
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5.3.1. Predicting the Wake of a Single Turbine Using Partially Available Flow Statistics

We first focus on the problem of predicting the streamwise and spanwise velocity
variances (uu and ww) at the hub height of a single unit-diameter wind turbine located at
x = 2 and z = 0 in a 2D computational domain of size Lx × Lz = 5× 4 with x ∈ [ 0, 5 ] and
z ∈ [−2, 2 ]. We use Nx = 13 and Nz = 9 equally spaced collocation points to discretize
the computational domain in the streamwise x and spanwise z directions, respectively,
thereby rendering the state in model (5) v = [ u w ]T ∈ R234×1. The base flow around which
we linearize the NS equations is generated using the analytical expression in Equation (13)
(Figure 5b). We consider three cases in which the available training dataset contains
three streams of streamwise and spanwise velocity variance measurements from behind the
blade tips (edges of 2D rotor structure) and the turbine nacelle (middle of rotor structure)
and at various distances away from the turbine: (i) at the turbine location x = 2 and points
within one diameter away (Figures 6c and 7c), (ii) at x = 2 and points within two diameters
away (Figures 6e and 7e), and (iii) at x = 2 and points within three diameters away
(Figures 6g and 7g). As is evident in Figures 6g and 7g, for the considered turbine and
atmospheric conditions, access to flow statistics three diameters away from the turbine can
significantly improve the completion of the statistical signature of the flow at hub height.
Our results demonstrate the ability of the data-enhanced linearized NS equations to capture
the dominant trends of uu and ww in the wake of a turbine.

(a) (b)

z

x

Figure 5. (a) Schematic of hub-height computational plane with the spatial location of statistical data
used for training in Section 5.3.1 highlighted in red; (b) colormap of hub-height streamwise velocity
ū(x, z) generated by the analytical wake expansion model of Bastankhah and Porté-Agel [33].

5.3.2. Predicting Wind Farm Turbulence Impinging on a Cascade of Turbines

We further extend our study to the case of a 4× 1 array of uniformly yawed wind
turbines of a unit diameter. For this experiment, we consider a 2D computational domain at
hub height with x ∈ [ 0, 16 ] and z ∈ [−2, 2 ]. The turbines are located at x = {2, 6, 10, 14}
and z = 0. We use a similarly spaced grid as the single-turbine experiment in the previous
subsection with Nx = 38 and Nz = 9 equally spaced collocation points that render the state
in model (5) v = [ u w ]T ∈ R684×1. Given the findings of the previous subsection, for the
best recovery of velocity variances, we use LES-generated statistics within three diameters
behind the tips and nacelle of each of the turbines as training data for our stochastic models
of the hub-height velocity field (Figure 8a). We note that the same data points are used by
the optimization framework, even for the cases where the turbines are yawed.
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x x
Figure 6. Colormaps of streamwise velocity variance uu obtained from (a) LES and (c,e,g) the results
of our stochastic dynamical model with data provided up to 1d0 (c), 2d0 (e), and 3d0 (g) downwind of
the turbine as shown by the blue dots in the figures on the left blue(b,d,f).

(a)

z

(b) (c)

z

(d) (e)

z

(f) (g)

z

x x
Figure 7. Colormaps of spanwise velocity variance ww obtained from (a) LES and (c,e,g) the results
of our stochastic dynamical model with data provided up to 1d0 (c), 2d0 (e), and 3d0 (g) downwind of
the turbine as shown by the blue dots in the figures on the left (b,d,f).

Figure 8 compares the streamwise and spanwise velocity variances uu and ww pre-
dicted by our data-enhanced physics-based model with the results of LES. As evident from
the energetic patches throughout the farm, our model over-predicts the overall energy of
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the flow while capturing dominant qualitative features of the streamwise velocity correla-
tions, such as the distribution of high and low energy over the domain and the spanwise
asymmetry due to the turbines’ rotation. The latter features are especially well captured
for yaw angles up to 30°. We note that for the full-wake scenarios (i.e., when downwind
turbines are entirely in the wake of upwind ones), the velocity variances look similar to the
double-peak pattern modeled from analytical models offered by Ref. [38]. Our model also
captures the coalescence of high-turbulence streams behind the first two turbines’ blade tips
for lower yaw angles. The quality of completion for the second-order statistical signature
of the turbulent flow depreciates for the largest yaw angle (γ = 45°), as spurious regions
of high energy appear below the actual wake zone (Figure 8p). Uncovering the potential
reasons behind such irregular predictions calls for additional in-depth examination. We
note, however, that such extreme misalignment is not conducive to reasonable levels of
power generation [110].

The right column in Figure 8 presents the spanwise velocity variance ww for differ-
ent yaw angles resulting from our model and LES. In contrast to the predictions of the
streamwise variance uu, we see that the quality of predictions of ww improve as the yaw
angle increases. This is especially evident for γ = 30° (Figure 8m) and 45° (Figure 8q). Our
model does well in capturing the high-energy regions within the turbine wakes, although
spurious regions of high energy are created just outside the wake zones. Uncovering poten-
tial reasons behind such irregular predictions in the spanwise variance calls for additional
in-depth examination.

Our linear stochastic dynamical models enable a good quality of statistical completion
and replicate the dominant features of the flow (shown in Figure 8), even for the larger yaw
angles where the deflected wake zone lies far beyond many of the training data points. The
intrinsic physics-based nature of the model combined with the Lyapunov-like constraint
in the covariance completion problem (9) [66,67] allows the model to stay authentic to the
flow physics (as captured by the linearized dynamics) while imposing consistency between
the data and the linearized NS dynamics.

In optimization problem (9), the regularization parameter µ determines the importance
of the nuclear norm of matrix Z relative to the logarithmic barrier function of the covariance
matrix X. Larger values of µ yield lower-rank matrices Z but may compromise the quality
of completion; see Appendix C of [66]. In this study, µ = 100 was observed to provide the
best quality of reproduction of the turbulence statistics for both single- and multi-turbine
configurations. In training the stochastic model for the 4× 1 cascade of turbines at γ = 0°

yaw (Figure 8d,e), where Nx = 38 and Nz = 9 (Z is a square matrix of size 684), the
choice of µ = 100 in problem (9) results in a Z matrix with 1 negative and 265 positive
eigenvalues (rank(Z) = 266). As discussed in Section 4.1, the presence of both positive
and negative eigenvalues in matrix Z indicates that the second-order statistics of wind
farm turbulence cannot be reproduced by the linearized NS equations with white-in-
time stochastic excitation. The distribution of eigenvalues of matrix Z also indicates that
265 colored-in-time inputs are required to reproduce the partially available entries in
covariance matrix X corresponding to the known velocity variances (cf. Figure 3); see [66,77]
for additional details.



Energies 2023, 16, 6908 16 of 24

(a)

z

x

(b) (c)

z

(d) (e)

z

(f) (g)

z

(h) (i)

z

(j) (k)

z

(l) (m)

z

(n) (o)

z

(p) (q)

z

x x

Figure 8. (a) Blue dots denote the spatial locations of training data used by optimization problem (9).
Turbine rotors are marked with thick white lines. (b–q) The streamwise uu (left column) and spanwise
ww (right column) velocity variances at the hub height of a cascade of 4 turbines with uniform yaw
angles of 0° (b–e), 15° (f–i), 30° (j–m), and 45° (n–q) resulting from LES (b,c,f,g,j,k,n,o) and our
stochastic dynamical model (d,e,h,i,l,m,p,q).

5.4. Verification in Stochastic Linear Simulations

As discussed in the prior subsection, the matrix Z that results from solving the co-
variance completion problem (9) for the 4× 1 cascade of turbines at γ = 0° yaw with a
choice of µ = 100 has 1 negative and 265 positive eigenvalues. Following the discussion in
Section 4.3, matrix Z can be decomposed into BHT + HBT , with the input matrix B having
265 independent columns. In other words, the identified matrix X from solving problem (9)
can be explained by driving the LTI model (5) with 265 stochastic inputs d. The solution to
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the covariance completion problem (9) also determines the dynamics of the linear filter (10)
that generates the colored-in-time forcing d with appropriate power spectral density.

We conduct stochastic linear simulations to verify our stochastic model of wind
farm turbulence (Equation (5)). Since a proper comparison with LES requires ensemble
averaging, rather than comparison at the level of individual stochastic simulations, we
conducted 20 simulations of system (5)). The total simulation time was set to 300 time
units. Figure 9 shows the time evolution of the energy (variance) of velocity fluctuations
vT(t)v(t) for 20 realizations of white-in-time forcing of the filter dynamics, generating
the colored-in-time input d and exciting the linear dynamical model (5). The variance
averaged over all simulations is marked by the thick black line, which asymptotically
approaches the value of the total turbulent kinetic energy (averaged over space) in the
statistical steady state trace(X) (Equation (7)). The ensemble average of the velocity fields
generated by the 20 simulations of Equation (5) result in second-order statistics that have
4.1% relative error in matching the training data provided by LES. This close agreement
can be further improved by running additional linear simulations and by increasing the
total simulation times.

K
in

et
ic

en
er

gy

time

Figure 9. Time evolution of the kinetic energy of velocity fluctuations resulting from 20 realizations
of white-noise forcing to the modified linearized dynamics (11); each colored line corresponds to
the trajectory of kinetic energy resulting from one realization of white noise, and the thick black line
marks the energy averaged over all simulations.

6. Concluding Remarks

We provide a framework for the stochastic dynamical modeling of wind farm flow
fluctuations that is based on the stochastically forced linearized NS equations. To obtain
the dynamics of velocity fluctuations, we choose to linearize the NS equations around
the the Gaussian engineering wake model, which is capable of capturing the long-time
attributes of the waked velocity field behind yawed wind turbines. We force the linearized
dynamics with stochastic input to trigger a stochastic response that may capture the
statistical characteristics of wake turbulence. In lieu of a turbulence model, however, we
follow the inverse modeling approach of [66,67,77] and shape the spectral content of the
input forcing via convex optimization so that the output of the linearized dynamics matches
the statistical signatures of the turbulent wake. To this end, we use a partial set of velocity
correlations computed from an experimentally or numerically generated dataset. In this
paper, we focus on the development of a 2D model of the hub-height velocity field and
use LES-based velocity correlations, namely the normal and shear stress profiles from
prespecified locations across a wind farm, to realize colored-in-time stochastic forcing
that mimics the effect of background turbulence for our linearized NS dynamics. We
demonstrate the efficacy of our models in not only reproducing available correlations of
the turbulent velocity field over multi-turbine wind farms but also reasonably completing
the statistical signature of the flow wherever correlations were not available in accordance
with LES. This also allows us to examine the value of velocity correlations from various
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distances behind wind turbine rotors in completing the statistical signature of hub-height
turbulence and capturing regions of high and low turbulence.

6.1. Discussion

Our approach uses data from field measurements or high-fidelity numerical sim-
ulations to enhance the predictive capability of a physics-based model resulting from
linearization of the NS equations around an analytical base flow profile. In addition to
ensuring statistical consistency, the convex optimization problem used in identifying the
source of stochastic excitation restricts the number of degrees of freedom in the linearized
model that are directly influenced by the colored-in-time forcing (cf. Section 4.2). This
feature allows us to preserve the relevance of the linearized NS equations as a physics-
based model that can overcome potential robustness issues of solely data-driven models
in capturing the high variability of atmospheric turbulence. As shown in Section 5.3.2,
this allows us to maintain good levels of statistical recovery from fixed data-collections
points, even when yaw misalignment relative to the incoming wind direction causes turbine
wakes to deflect away from the centerline. In other words, maintaining the locations of
the training data from the non-yawed case does not compromise model predictions when
turbine rotors are yawed. Moreover, the yaw-based parameterization of our base flow
model (Equation (13)) allows for online parametric updates in accordance with varying
atmospheric conditions that may be informed by, for example, SCADA measurements.

The characteristic features of our models that render them desirable for estimation
and control are their (i) physics-based dynamic nature, (ii) linearity, (iii) low computational
complexity, and (iv) statistical consistency in matching flow quantities that are of interest in
flow analysis and control. As they capture the dynamics of small velocity fluctuations, the
utility of our models lies in capturing small wind variations that are pertinent to turbine
control in below-rated wind speeds (regions 2 and 2.5), e.g., in mitigating mechanical loads.
Finally, the inexpensive stochastic linear simulations of Section 5.4, which we use to verify
our stochastic dynamical models, highlight the ease in using our models for generating
statistically consistent turbulent inflow conditions for numerical simulations.

6.2. Future Work

The modeling framework proposed in this paper allows for alternative wind farm
layouts or more sophisticated base flow profiles that better represent the effects of tur-
bine yawing such as those involving wake curl and deflection. Our research program
is focused on the development of 3D model extensions that resolve the velocity field
down to the ground, thereby enabling ground-sensing capabilities in wind farms. Our
long-term goals involve the use of linear stochastic dynamical models for real-time wind
forecasting via sequential data assimilation, e.g., Kalman filtering, potential extensions
that may account for large shifts in the direction and intensity of incoming wind through a
discrete set of base states for linearization, and the use of alternative covariance completion
formulations [78,79] in place of problem (9). Given the physics-based nature of our models,
the latter research direction can prove decisive in identifying critical wind directions and
salient dynamical couplings and interactions in turbine wakes, thereby informing data-
acquisition campaigns in assessing the value of one- or two-point velocity correlations
in statistical modeling. We also anticipate the application of the stochastic dynamical
modeling framework used in this paper to uncertainty modeling problems pertaining to
energy storage and network planning [111].
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Appendix A. System Matrices in Linearized NS Equations in Evolution form and
Boundary Conditions

The system matrices in Equation (5) are given as

A = ∆−1
[

A11 A12
A21 A22

]
,

A11 = −ū ∆ ∂x − ūx ∆ − 2 ūxz ∂z − ūzz∂x − ūxzz +
1

Re
∆2,

A12 = −ūzzz + ūz ∆ + ūxz ∂x − 2 ūzz ∂z,

A21 = 2 ūx ∂xz + ūxz ∂x + ūxxz + ūxx ∂z,

A22 = −ūxx ∂x − ūx ∆ ∂x − 2ūx ∂xx + ūzz ∂x − ūxzz +
1

Re
∆2,

B = ∆−1
[

fzz + 2fz ∂z + f ∂zz −(fxz + fx ∂z + fz ∂x + f ∂xz)
−(fxz + fx ∂z + fz ∂x + f ∂xz) fxx + 2fx ∂x + f ∂xx

]
,

where f(x, z) in matrix B is a 2D shape function that determines the spatial extent of the
forcing and the subscripts denote partial derivatives in the spatial directions, e.g., fxx
denotes the second-order derivative of function f with respect to x. For discretization
of the domain and finite-dimensional approximation of the differential operators in the
system matrices above, we use a second-order central differencing scheme with Nx and
Nz uniformly distributed collocation points in the streamwise and spanwise directions,
respectively. At the lateral edges of the computational domain, we enforce homogeneous
Dirichlet and Neumann boundary conditions, i.e., v(x, z(1)) = v(x, z(Nz)) = vx(x, z(1)) =
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vx(x, z(Nz)) = vz(x, z(1)) = vz(x, z(Nz)) = 0. At the inlet and outlet of the domain along
the streamwise dimension, we apply extrapolation conditions (see [73] for details), i.e.,

v(x(1), z) = α v(x(2), z) + β v(x(3), z)

v(x(Nx), z) = α v(x(Nx − 1), z) + β v(x(Nx − 2), z)

vx(x(1), z) = α vx(x(2), z) + β vx(x(3), z)

vx(x(Nx), z) = α vx(x(Nx − 1), z) + β vx(x(Nx − 2), z)

vz(x(1), z) = α vz(x(2), z) + β vz(x(3), z)

vz(x(Nx), z) = α vz(x(Nx − 1), z) + β vz(x(Nx − 2), z)

α =
x(Nx)− x(Nx − 2)

x(Nx − 1)− x(Nx − 2)
, β =

x(Nx − 1)− x(Nx)

x(Nx − 1)− x(Nx − 2)
.

Note that in the case of an equally spaced grid, α = 2 and β = −1. Finally, sponge layers
are introduced at the inflow and outflow to mitigate the influence of boundary conditions
on the velocity field within the computational domain [112–114].
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