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PI: Carlos Busso

REU supplement, 2019-2020 ($8,000)
REU supplement, 2018-2019 ($8,000)
September 1, 2018 - February 28, 2021

SRC/Texas Analog Center of Excellence: Task 2810.014 ; $180,000
“Deep Learning Solutions for ADAS: From Algorithms to Real-World Driving Eval-

uations”
PI: Carlos Busso, co-PI: Naofal Al-dhahir

January 1, 2018 - December 31, 2020



2017-2020

2017-2018

2017-2018

2016-2017

2015-2020

2016-2017

2015-2016

2014-2016

National Science Foundation (NSF) - IIS: 1718944; $494,116
“RI: Small: Integrative, Semantic-Aware, Speech-Driven Models for Believable Con-

versational Agents with Meaningful Behaviors”
PI: Carlos Busso

REU supplement, 2020-2021 ($8,000)
REU supplement, 2019-2020 ($8,000)
REU supplement, 2018-2019 ($8,000)
REU supplement, 2017-2018 ($8,000)
September 1, 2017 - August 31, 2021

SRI / The Combating Terrorism Technical Support Office (CTTSO) ; $239,951
“Intrinsic Voice Variability Factors and Speaker Recognition: Detection and Assess-
ment”

PI: John H.L. Hansen , Co-PI: Carlos Busso
January 2, 2018 - March 30, 2019

Biometric Center of Excellence (BCOE) ; $290,189
“Automatic Audio Stream Processing to Address Diverse Mismatch Scenarios for

Speaker Verification”
PI: John H.L. Hansen , Co-PI: Carlos Busso

June 1, 2017 - November 30, 2018

Biometric Center of Excellence (BCOE) ; $202,264
“Speaker Variability - Advancements in Detection and Knowledge Integration of Emo-

tion, Task Stress, Vocal Effort for Speaker Verification in Naturalistic Environments”
PI: John H.L. Hansen , Co-PI: Carlos Busso

March 1, 2016 - November 31, 2017

National Science Foundation (NSF) - IIS: 1453781; $495,853
“CAREER: Advanced Knowledge Extraction of Affective Behaviors During Natural

Human Interaction”
PI: Carlos Busso

REU supplement, 2019-2020 ($8,000)
REU supplement, 2018-2019 ($8,000)
REU supplement, 2017-2018 ($8,000)
REU supplement, 2016-2017 ($8,000)
REU supplement, 2015-2016 ($8,000)
September 1, 2015 - August 31, 2021

Microsoft Research; $30,000
“Support for Data Collection”

PI: Carlos Busso

March 1, 2016 - February 28, 2017

National Science Foundation (NSF) - IIS: 1540944; $11,040

“FG 2015 Doctoral Consortium: Travel Support for Graduate Students”
PI: Carlos Busso

April 1, 2015 - March 31, 2016

Robert Bosch LLC; $30,000

“Detecting Emotionally Salient Speech Segments for Speech Summarization”
PI: Carlos Busso

September 1, 2014 - May 30, 2015



2014-2017

2013-2014

2013-2016

2013-2016

2013-2014

2012-2014

2012-2016

2012-2014

2011-2012

National Science Foundation (NSF) - IIS: 1450349; $19,732
“EAGER: Feasibility of Using Speech as Biomarker for Concussions”
PI: Carlos Busso (UTD sub-contract, in collaboration with Dr. Christian Poellabauer,

PT at University of Notre Dame)
September 1, 2014 - August 31, 2017

Samsung Telecommunications America, LLC; $120,146
“SRA: Farsi Speech Recognition Project”

co-PI: Carlos Busso (PI: John Hansen)

January 1, 2014 - December 31, 2014

National Science Foundation (NSF) - IIS: 1352950; $82,552
“EAGER: Investigating the Role of Discourse Context in Speech-Driven Facial Ani-

mations”
PI: Yang Liu, co-PI: Carlos Busso

September 1, 2013 - February 28, 2016

National Science Foundation (NSF) - IIS: 1346655; $17,840

“WORKSHOP: Doctoral Consortium for the International Conference on Multimodal
Interaction (ICMI 2013)”

PI: Carlos Busso

July 1, 2013 - June 30, 2016

National Science Foundation (NSF) - IIS: 1329659; $59,338
“EAGER: Exploring the Use of Synthetic Speech as Reference Model to Detect Salient

Emotional Segments in Speech”
PI: Carlos Busso

March 15, 2013 - August 31, 2014

Samsung Telecommunications America, LLC; $441,898
“Advancements in Automatic Speech Recognition: Corpus Development, Model

Training, Dialect/Accent, and Hands-Free Interaction”
co-PI: Carlos Busso (PI: John Hansen)
November 1, 2012 - December 31, 2014

National Science Foundation (NSF) - IIS: 1217104; $201,573

“RI: Small: Collaborative Research:Exploring Audiovisual Emotion Perception using
Data-Driven Computational Modeling”

PI: Carlos Busso (Emily Mower Provost, University of Michigan, Ann Arbor, MI)
September 1, 2012 - August 31, 2016

National Science Foundation (NSF) - 11S:1249319; $14,587
“WORKSHOP: Doctoral Consortium for 14th International Conference on Multi-

modal Interaction”
PI: Carlos Busso

August 1, 2012 - July 31, 2014

Samsung Telecommunications America, LLC; $151,745
“Standardization of Advanced User Interface for Mobile Devices”
PI: Carlos Busso

September 15, 2011 - September 14, 2012



GRADUATE Current Students:

ADVISEE:

PhD Students Ali N. Salman, “Face emotion recognition”, August 2018 - present

Kayla Caughlin, “Oral cancer detection”, August 2020 - present

Lucas Goncalves, “Audiovisual emotion recognition”, August 2020 - present
Seong-Gyun Leem, “Speech processing in noisy environment”, August 2020 - present
Abinay Reddy Naini, “Speech emotion recognition,” January 2022 -present

Luz Martinez-Lucas, “Speech emotion recognition”, May 2022 - present

Pravin Mote, “Multimodal emotion recognition”, August 2022 - present

Karen Rosero, “Face analysis for healthcare applications”, January 2023 - present

PhD Student Alumni:

1]

Andrea Vidal (2018-2023) — Openstream.Al, Bridgewater, N.J

PhD Thesis: “Synthesizing lip movements and modeling human behavior by using generative
models and graph neural networks”

Wei-Cheng (Winston) Lin (2019-2023) — Robert Bosch, Pittsburgh, PA

PhD Thesis: “Improving Temporal Modeling and Generalization for Speech Emotion Recogni-
tion”

Yuning Qiu (2018-2022) — Intel, Austin, TX

PhD Thesis: “Unsupervised Driving Anomaly Detection in Naturalistic Driving Scenarios”
Kusha Sridhar (2017-2021) — Rice University, Houston, TX

PhD Thesis: “Unsupervised Personalization and Deep Uncertainty Modeling for Speech Emotion
Recognition”

Sumit Jha (2016-2021) — Samsung Research America, Irvine, CA

PhD Thesis: “Novel Modeling of Driver Attention in Real World Scenarios using Probabilistic
Salient Maps”

Srinivas Parthasarathy (2015-2019) — Amazon, Sunnyvale, CA

PhD Thesis: “Novel Frameworks for Attribute-Based Speech Emotion Recognition using Time-
Continuous Traces and Sentence-Level Annotations”

Mohammed AbdelWahab (2013-2019) —AT&T Labs Research, Bedminster, NJ

PhD Thesis: “Domain Adaptation for Speech Based Emotion Recognition.”

Fei Tao (2013-2018) — Uber, San Francisco, CA

PhD Thesis: “Advances in audiovisual speech processing for robust voice activity detection and
automatic speech recognition”

Reza Lotfian (2013-2018) — Cogito, Boston, MA

PhD Thesis: “Machine Learning Solutions for Emotional Speech: Exploiting the Information of
Individual annotations.”

Najmeh Sadoughi (2013-2017) — EMR.AI, San Francisco, CA

PhD Thesis: “Synthesizing Naturalistic and Meaningful Speech-Driven Behaviors.”

Nanxiang (Sean) Li (2011-2015) — Honda Research Institute, Mountain View, CA

PhD Thesis: “Modeling of Driver Behavior in Real World Scenarios using Multiple Noninvasive
Sensors.”

Soroosh Mariooryad (2010-2014) — Google, Mountain View, CA

PhD Thesis: “Improving Robustness of Emotion Recognition Systems: Continuous Emotion
Descriptors, Contextual Information and Lexical Compensation.”

Visiting Scholars and Post-Doctoral Researcher Alumni:

1]
2]
3]
[4]

Huang-Cheng (David) Chou (2021-2022) — National Tsing Hua University

Yakup Kutlu (2013) — Mustafa Kemal University, Hatay, Turkey

Youngkwon Lim (2011-2012) — Samsung Telecommunications America, Richardson, TX
Juan Pablo Arias (2010-2011) —Adexus, Santiago, Chile



Ms. Student Alumni:
[1] Lucas Goncalves (2020-2023) — PhD student at UT Dallas, Richardson, TX

[2] Alec Burmania (2016-2018) — Lennox International, , TX
Ms. Thesis: “Methods and experimental design for collecting emotional labels using crowdsourc-
ing.”

[3] Yunjie Zhang (2015-2017) — PhD student at UT Dallas, Richardson, TX

[4] Anil Jakkam (2015-2016) — Knowles Intelligent Audio, Mountain View, CA
Ms. Thesis: “A Multimodal Analysis of Synchrony during Dyadic Interaction Using a Metric
Based on Sequential Pattern Mining.”
[56] Sumit Jha (2015-2016) — PhD student at UT Dallas, Richardson, TX
Ms. Thesis: “Analysis and Estimation of Driver Visual Attention using Head Position and Ori-
entation in Naturalistic driving Conditions.”
[6] Srinivas Parthasarathy (2012-2014) — PhD student at UT Dallas Richardson, TX
Ms. Thesis: “Relation Between Emotion Classification Performance and Evaluator Agreement
with Absolute and Relative Descriptors.”
[7] Sheldon Dsouza (2012) — Apple, Cupertino, CA
[8] Tauhidur Rahman (2010-2012) — PhD student at Cornell University, Ithaca, NY
Ms. Thesis: “Improving robustness of emotional speech detection system.”
[9] Shalini Keshavamurthy (2010-2011) — UtopiaCompression Corp, Los Angeles, CA
[10] Jinesh Jain (2010-2011) — Ford Motors Company, Palo Alto, CA
Ms. Thesis: “Driver Distraction: Multimodal analysis and modeling of driver behavior in real-
world scenarios.”
[11] Anand Batlagundu (2010) — Qualcomm, San Diego, CA
[12] Somu Palaniappan (2010) — NSN - Nokia Solutions and Networks, Irving Texas
[13] Premkumar Sridhar (2009) — Ericsson Inc, Dallas, TX

Undergraduate Alumni:

Shruthi Subramanium (2020-2023)
Isaac Brooks (2020-2023)

Olivia Bonin (2021)

Luz Martinez-Lucas (2018-2021)
Jarrod Luckenbaugh (2019-2021)
Kayla Caughlin (2019-2020)
Tiancheng Hu (2018-2020)

John Harvill (2018-2019)
Elizabeth Higgins (2018-2019)
Asim Gazi (2017-2018)

Dorothy Mantle (2017-2018)
Michelle Bancroft (2016-2018)
Alec Burmania (2012-2016)

Jaejin Cho (2014 - 2015)

Preston Luthy (2015)

Zackary R Lindstrom ( 2013- 2014)
Tam Tran (2011 - 2013)
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CLASSROOM 2024 Spring EE3302.001 Signals and Systems
TEACHING: 2023  Fall ENGR2300.501 Linear Algebra for Engineers
2023 Spring EE3302.001 Signals and Systems
2022  Fall ENGR2300.501 Linear Algebra for Engineers
2022  Spring EESC6360.001  Digital Signal Processing I



2021
2021
2020
2020
2020
2019
2019
2019
2018
2018
2018
2017
2017
2017
2016
2016
2016
2015
2015
2015
2015
2014
2014
2014
2013
2013
2013
2012
2012
2012
2012
2011
2011
2010
2010

Fall
Spring
Fall
Spring
Spring
Fall
Spring
Spring
Fall
Spring
Spring
Fall
Spring
Spring
Fall
Spring
Spring
Fall
Summer
Spring
Spring
Fall
Spring
Spring
Fall
Spring
Spring
Fall
Summer
Spring
Spring
Fall
Spring
Fall
Spring

ENGR2300.004
EESC6360.001
EE3302.003
ENGR2300.HON
EESC6360.001
EE3302.002
ENGR2300.HON
EESC6360.001
EE3302.002
ENGR2300.502
EESC6368.001
ENGR2300.006
ENGR2300.002
ENGR2300.502
EESC6360.502
ENGR2300.002
EESC6360.501
EESC6360.502
ENGR2300.0U1
EESC6368.001
ENGR2300.002
EESC6360.001
ENGR2300.001
ENGR2300.002
EESC6349.001
ENGR2300.001
ENGR2300.002
EESC6349.001
ENGR2300.0U1
ENGR2300.002
EE7V85.501
ENGR2300.003
ENGR2300.002
ENGR2300.001
EE7V85.501

Linear Algebra for Engineers
Digital Signal Processing I
Signals and Systems

Linear Algebra for Engineers
Digital Signal Processing I
Signals and Systems

Linear Algebra for Engineers
Digital Signal Processing I
Signals and Systems

Linear Algebra for Engineers
Multimodal Signal Processing
Linear Algebra for Engineers
Linear Algebra for Engineers
Linear Algebra for Engineers
Digital Signal Processing I
Linear Algebra for Engineers
Digital Signal Processing I
Digital Signal Processing I
Linear Algebra for Engineers
Multimodal Signal Processing
Linear Algebra for Engineers
Digital Signal Processing I
Linear Algebra for Engineers
Linear Algebra for Engineers
Random Processes

Linear Algebra for Engineers
Linear Algebra for Engineers
Random Processes

Linear Algebra for Engineers

Linear Algebra for Engineers

Special Topics in Signal Proc. - Multimodal Signal Processing

Linear Algebra for Engineers
Linear Algebra for Engineers

Linear Algebra for Engineers

Special Topics in Signal Proc.- Multimodal Signal Processing



