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ABSTRACT

The interactions and social relations among users in workplaces have been studied by many generations of social psychologists. There is evidence that groups of users that interact more in workplaces are more productive. However, it is still hard for social scientists to capture fine-grained data about phenomena of this kind and to find the right means to facilitate interaction. It is also difficult for users to keep track of their level of sociability with colleagues. While mobile phones offer a fantastic platform for harvesting long term and fine grained data, they also pose challenges: battery power is limited and needs to be traded-off for sensor reading accuracy and data transmission, while energy costs in processing computationally intensive tasks are high.

In this paper, we propose SociableSense, a smart phones based platform that captures user behavior in office environments, while providing the users with a quantitative measure of their sociability and that of colleagues. We tackle the technical challenges of building such a tool: the system provides an adaptive sampling mechanism as well as models to decide whether to perform computation of tasks, such as the execution of classification and inference algorithms, locally or remotely. We perform several micro-benchmark tests to fine-tune and evaluate the performance of these mechanisms and we show that the adaptive sampling and computation distribution schemes balance trade-offs among accuracy, energy, latency, and data traffic. Finally, by means of a social psychological study with ten participants for two working weeks, we demonstrate that SociableSense fosters interactions among the participants and helps in enhancing their sociability.
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1. INTRODUCTION

The study of interactions and sociability among users in workplaces has been of interest to social scientists for many generations. A deep understanding of social dynamics in the office environments helps companies to better manage employees and increase their productivity. There is substantial evidence that groups in which individuals are more socially connected at work are also more productive [23, 27, 32]. Interactions are heavily influenced by the colocation in the same office spaces and the type of work performed by the employees. For this reason, there is generally a non-uniform distribution of the strength of these social interactions. Social scientists study user behavior and interactions in workplaces mostly through self-reports, however, these are found to be biased towards positive (or pleasant) interactions [28]. In general, participants find it hard to accurately remember and report details. Moreover, incentives and suggestions about possible further interactions are usually given post-analysis and through costly meeting sessions with the workers.

Smart phones represent an ideal computing platform to conduct social psychological studies in the office environments and to close the loop by providing feedback to the users as they are unobtrusive and sensor rich platforms. Recently, we have seen a soaring number of systems based on smart phones aimed at social psychological and behavioral monitoring studies [16, 24, 31]. Most of these systems are useful to collect data for the social scientists. There is an opportunity to use these data to provide help, services, or simply useful information to participants. However, the data harvesting through mobile phones still presents a variety of challenges to developers: energy consumption is still very high for both data transmission and resource-intensive local computation. Adaptive sampling of the sensors to preserve energy, and the data offloading to servers for remote computing of the analysis need to be traded-off for energy preserving on the phones, which still need to be functional to the users.

In this paper, we present the design, implementation, performance evaluation, and deployment of SociableSense, a smart phones based sensing platform with the aim of providing real-time feedback to users in order to help them in fostering their interactions and improving their relations with colleagues. SociableSense implements novel solutions in terms of adaptive sensor sampling and intelligent distributed computation based on the context and phone status. More
specifically, a sensor sampling component adaptively controls the sampling rate of accelerometer, Bluetooth, and microphone sensors while balancing energy-accuracy-latency trade-offs based on reinforcement learning mechanisms [5, 18]. A computation distribution component based on multi-criteria decision theory [19] dynamically decides where to perform computation of tasks such as data analysis and classification, by considering the importance given to each of the dimensions: energy, latency, and data sent over the network. Finally, with respect to the support for the application itself, a social feedback component determines the sociability of users (i.e., a quantitative measure of the quality of their relationships) based on interaction and colocation patterns extracted from the sensed data at run-time and provides them with feedback about their sociability, strength of relationship with colleagues, and also alerts about opportunities to interact.

We perform a two-part evaluation of the SociableSense system. First, we perform several micro-benchmark tests to fine-tune and evaluate the various components. Second, in order to demonstrate the usefulness of SociableSense to the social scientists and participants, we conduct a social psychological study in an office environment where 10 participants carried mobile phones for two working weeks. To the best of our knowledge, SociableSense is the first mobile sensing system that implements sensor sampling that is adaptive in real-time with respect to the changing context, and a computation distribution scheme that takes into account the changing resources and the requirements of the researchers collecting the sensor data. Furthermore, we believe that this is the first work that brings mobile sensing and social network theory together in order to provide real-time feedback to users about their relationships in an effective, and, at the same time, efficient way.

More specifically, the key contributions of our work can be summarized as follows:

- We illustrate a novel sensor sampling scheme based on reinforcement learning that adaptively controls the rate at which sensors in the phone are sampled, and show that it achieves better accuracy and latency without considerably compromising on the energy consumption.
- We present a computation distribution scheme that dynamically decides where to perform the computation of classification tasks, i.e., locally or on remote servers including cloud services, while considering three dimensions: energy, latency, and data traffic. We also present a rule-based framework through which experiment designers can adapt the behavior of this scheme at run-time.
- We present the design, implementation, and evaluation of a system for quantitatively measuring the sociability and relations of users in the office environments through our adaptive framework. We also close the loop by providing real-time feedback about their sociability, the strength of their relations with colleagues, and opportunities to interact. By inferring the most sociable person in the office, we provide implicit incentives to users to become more sociable.

The remainder of this paper is organized as follows: we describe the motivation of the work in Section 2, and our approach in Section 3. We then present the details of our system in Section 4. We present the evaluation through micro-benchmarks in Section 5 and through a social experiment in Section 6. We then present the related work in Section 7, and, finally, we conclude the paper in Section 8.

2. RELATIONS IN WORKPLACES

Social science researchers have been devoting their attention to investigating behavior and interactions of users in the workplaces for a long time, trying to answer questions about different aspects of the problem. What are the interaction and colocation patterns among users in the office or corporate environments? Do people socialize more in personal office spaces or in common spaces like coffee rooms? Which work-group members socialize with one-another and why? Considering evidence that work-groups with highly connected team members outperform less connected ones [23, 27, 32], the importance of these research questions is clear: Understanding how work-groups socialize naturally and identifying the factors that moderate socialization could have significant effects on group performance and productivity.

Moreover, some of the questions concerning the users themselves include: Who is the most sociable person in the group? Do I socialize more with person X or person Y? Could I get to know X more if I get a chance to interact with him/her in the coffee room every day? How does my sociability vary with respect to the time of day or day of week?

Investigations of workplace socializing tend to rely primarily on self-report methods. Although such methods can be useful and effective for assessing attitudes, beliefs, and emotions, considerable evidence suggests that reports of behavior tend to be inaccurate [28]. Laboratory based studies enable researchers to observe behavior instead of relying on behavioral reports, however, the nature of laboratory studies can make participants’ experiences unnatural and contrived. Moreover, using these methods, real-time feedback/alerts about users’ own relations are hard to provide. It is also difficult for participants to know precise answers to the above questions, which go beyond their own approximate observations.

Smart phones can prove invaluable for the long term and continuous monitoring of people in their environment. Since everyone has a mobile phone, they are a perfect platform for conducting behavioral monitoring studies. Moreover, they are also very effective to close the loop by providing feedback and alerts to participants. However, before smart phones can be thought as the perfect platform for social studies, there are many challenges which need to be addressed: first, since mobile phones are battery powered, the sensor sampling rate should be adaptively controlled while considering not only accuracy, energy, but also latency, as timely alerts for socializing opportunities are important: phones are primarily to be used by users for their tasks and energy should not be depleted. Second, efficient classifiers have to be developed to derive accurate inferences from the raw data of potentially inaccurate sensors of mobile phones. Third, devices should be able to effectively use the local and cloud resources not only to achieve energy efficiency but also to reduce the data transmission over the network in order to avoid to use the data plans of participants. Fourth, with respect to sensing social interactions, efficient algorithms have to be designed to capture the relations among users. Fifth, online feedback mechanisms have to be designed in order to provide timely alerts to users (e.g., about opportunities to interact with their colleagues).
3. OUR APPROACH AT A GLANCE

In this section, we describe how we address the key challenges in building the SociableSense system.

Adaptive Sensor Sampling The sensors embedded in the mobile phones have to be sampled continuously in order to capture user behavior, however, this leads to the depletion of battery. If the sensors are sampled at a slower rate, then it may not be possible to capture the user behavior accurately. Therefore, we design an adaptive sampling technique that balances the energy-accuracy-latency trade-offs through the use of linear reward-inaction learning [5, 18] that is based on the theory of learning automata [26]. The adaptive sampling scheme adjusts the sampling rate of these sensors dynamically based on the context of the user in terms of events observed (interesting or not) and thereby achieves an improved accuracy and latency without considerably compromising on the energy consumption of the system, i.e., the sensors are sampled at a high rate when there are interesting events observed and at a low rate when there are no events of interest. We provide detailed explanation about this adaptation scheme in Section 4.1.

Intelligent Computation Distribution Once the data from the sensors are sampled, they need to be processed to derive high level inferences. This processing might be trivial in terms of resource consumption for some classification tasks like detecting whether a person is stationary or moving, and intensive for some other tasks like speaker identification from microphone data or image recognition from camera sensing. Mobile phones have limited computing power but they can depend on remote computation performed on back-end servers such as cloud farms. However, in general, data transmission is costly in terms of energy consumption and not all users may have unlimited data plans. Therefore, the allocation of the execution of computational tasks is of key importance in such systems. We design a computation distribution scheme based on multi-criteria decision theory [19] that decides whether to perform the computation locally on the phone or remotely in the cloud by considering various dimensions such as energy, latency, and data sent over the network. This scheme smartly distributes the classification tasks among local and cloud resources while balancing the energy-latency-traffic trade-offs. Furthermore, we also design a rule based framework for dynamically adapting the behavior of this distribution scheme with respect to decrease/increase in the mobile phone resources (like battery charge/discharge cycles, user’s data plan running out of allowance). We provide details about this component in Section 4.2.

Measuring Sociability for Effective Feedback Based on the inferences derived from the classifiers, we quantitatively measure the sociability of users and the strength of relations with their colleagues using the so-called network constraint [6]. The quantification of sociability is performed with respect to user colocation and interaction patterns. In order to enhance the sociability of users, we design alert and feedback mechanisms that inform the users about opportunities to interact with colleagues in social locations and relationships that need attention. We explain these mechanisms in detail in Sections 4.3 and 4.4.

4. SYSTEM COMPONENTS

In this section we describe the details of the components of the SociableSense system, focusing on the description of its novel underlying mechanisms. The overall system architecture of SociableSense is shown in Figure 1.

4.1 Sensor Sampling

This component is responsible for adaptively querying the data from the accelerometer, Bluetooth, and microphone sensors while balancing energy-accuracy-latency trade-offs. We first present the learning technique based on the theory of learning automata [26] that is used for adaptive sampling.

4.1.1 Design Methodology

After raw data are queried from the sensors, they are sent to the classifiers to derive high level inferences. We refer to these inferences as events. For example, the X, Y, Z axes values are queried from the accelerometer sensor continuously for a certain period of time and are then sent to the activity recognition classifier in order to extract the moving or stationary events. We further categorize each of these classified events into two classes, viz., missable and unmissable. A missable event indicates that no interesting external phenomenon has happened and the corresponding sensor can sleep during this time. An unmissable event is an event of interest observed in the environment that should not be missed by the sensor. The classification of an event as missable or unmissable is application dependent. For example, a categorization of missable and unmissable events for voice recognition classifier based on the microphone sensor can be as follows: silence might be missable, some audible data might be unmissable.

4.1.2 Learning based Adaptation

The system uses a learning technique based on the theory of learning automata [26] to control the sampling rate of the sensors. In particular, we use the linear reward-inaction algorithm [5, 18] because of its suitability for adaptively adjusting the sampling rate of sensors. Learning automata based techniques are defined in terms of actions, probability of taking these actions, and their resulting success or failure. In the context of learning automata, there is only one action in our scenario, i.e., sensing from a sensor. The decision whether to sense or not from a sensor is based on a probability value, which we call probability of sensing. The sensing action results in either success or failure, which are defined

\[ 1 \text{Alternative techniques include information theoretical approaches such as compressed sensing [12], which are orthogonal with respect to our application-level approach.} \]
as follows: when data sensed from a sensor corresponds to an unmissable event (for example, when an audio sample is recorded through the microphone sensor, and it contains some audible data) then we term this as success. Similarly, when data sensed from a sensor corresponds to a missable event (for example, audio data from microphone sensor contains no audible data and only silence) then we term this as failure. The idea is that when a sensor expends some energy in sensing and this results in capturing an event of interest then it is considered as a success, otherwise as a failure. The probability of sensing from a sensor is dynamically adjusted according to their previous successes and failures. The technique works as follows: let \( p_i \) be the probability of sensing from a sensor \( s_i \) where \( i = \{ \text{accelerometer, Bluetooth, microphone} \} \), and \( q_i \) be the sensing action on a sensor \( s_i \).

If the sensing action \( a_i \) results in an unmissable event, it means that the system has detected an interesting event (i.e., a success), so that probability is increased according to the following formula:

\[
p_i = p_i + \alpha (1 - p_i), \quad \text{where} \quad 0 < \alpha < 1
\]

(1)

If the sensing action \( a_i \) results in a missable event, it means that the system has not detected an interesting event (i.e., a failure), so that probability is decreased according to the following formula:

\[
p_i = p_i - \alpha q_i, \quad \text{where} \quad 0 < \alpha < 1
\]

(2)

Therefore, by adopting these mechanisms, the sampling rate adapts to the context of the user. We also limit the lower and upper bounds of these probabilities to 0.1 and 0.9, respectively. If the probability of sensing is less than 0.1 then the duty cycling may fall below 10%, and if it is more than 0.9, the duty cycling may be over 90%. We limit the lower bound to avoid having a very small sampling rate, which will potentially lead to miss important events. At the same time, we limit the upper bound to avoid a too aggressive sampling, which reduces the battery life. We present the evaluation of the learning technique and compare its performance with various static functions and dynamic adaptation techniques in Section 5.1.

4.2 Computation Distribution

After raw data are queried from the sensors, the sensor sampling component sends them to the computation distribution component, which is responsible for extracting the high level inferences from the sensed data by performing the computation efficiently using local and cloud resources.

4.2.1 Methodology

We refer to the task of classifying data from a sensor with respect to a classifier as task and we assume that energy, latency, and total data sent over the network for each of the tasks are pre-calculated and available to this module beforehand. This is a practical assumption as these values can be calculated for most of the common sensing tasks relatively easily; for example, the Nokia Energy Profiler [13] can be used to obtain these values on the Symbian S60 platform. We also assume that classifiers are pre-loaded both locally on the phone and remotely in the server/cloud. For certain tasks it is possible to divide a bigger task into smaller sub-tasks, for example, a speaker identification task can be subdivided into extracting the characterizing features from the audio file, and processing them to identify the speaker.

Let \( T \) be a task that can be divided into the subtasks \( t_1, t_2, \ldots, t_n \) (where \( n \geq 1 \)). If a task cannot be divided into subtasks then we assume that it is composed of one single subtask (i.e., the main task itself – \( n \) is equal to 1 in this case). Each subtask \( t_i \) can be computed locally on the phone or remotely in the cloud. This results in a total of \( 2^n \) unique combinations in which \( T \) can be computed. We refer to a combination as a configuration. For each configuration \( c_i \) (in \( \{1, 2, \ldots, 2^n \} \)), let \( e_i, l_i, d_i \) be the total energy consumption, latency, and total data sent over the network to process the task (including all subtasks). We use a technique based on multi-criteria decision theory [19] to select the configuration for processing the overall task.

We first define a utility function with respect to energy \( u_e \) for a configuration \( c_i \) as:

\[
u_e = \frac{e_{\text{min}} - e_i}{e_i}
\]

(3)

where \( e_i \) is the energy consumption for processing the task \( T \) using the configuration \( c_i \) and \( e_{\text{min}} \) is the minimum of \( \{e_i, i = 1, 2, \ldots, 2^n\} \). This utility function quantifies the advantage of using a configuration over the best configuration with respect to energy consumption, and its range is \([-1, 0]\). This utility function [15, 19] can be used to decide which configuration to use for achieving energy efficiency, and that is indeed the combination with highest utility (or highest gain/advantage).

We also consider other performance metrics such as latency and total data sent over the network. We define utility functions for these performance metrics in a similar fashion.

\[
u_l = \frac{l_{\text{min}} - l_i}{l_i}
\]

(4)

where \( l_i \) is the latency for processing the task \( T \) using the configuration \( c_i \) and \( l_{\text{min}} \) is the minimum of \( \{l_i, i = 1, 2, \ldots, 2^n\} \).

\[
u_d = \frac{d_{\text{min}} - d_i}{d_i}
\]

(5)

where \( d_i \) is the total data sent over the network for processing the task \( T \) using the configuration \( c_i \) and \( d_{\text{min}} \) is the minimum of \( \{d_i, i = 1, 2, \ldots, 2^n\} \). In case of local computation \( d_i \) is zero, in cases like this we consider the value of utility function to be zero. The decision on which configuration \( c_i \) to use for processing the task should take into account all these performance metrics. For this reason, we define a combined utility function based on the corresponding utilities for each of the performance metrics. The combined utility function \( u_{\text{ci}} \) for \( c_i \) is an additive utility function [14, 20] defined as follows:

\[
u_{\text{ci}} = w_w u_w + w_l u_l + w_d u_d
\]

(6)

where \( w_w, w_l, w_d \) are the weights (or importance) given by the experiment designers for energy, latency, and data sent over the network, respectively, such that \( w_w + w_l + w_d = 1 \). For example, participants with unlimited data plans may not worry about the amount of data sent over the network but may be concerned about the battery, so the experiment designers may give a higher weight to energy than data sent over network. Finally, the configuration \( c_i \) for which \( u_{\text{ci}} \) is maximum is used to process the task \( T \).

This scheme can also be generalized to make it applicable to various other scenarios considering additional performance metrics or dimensions, and computation models.
4.3 Sociability Measurements

We define sociability of a user as the strength of the user’s connection to his/her social group. In other words, this metric is used to represent the quantity and quality of his/her relationships with the colleagues. We measure the strength of a user’s relations and his/her overall sociability based on the network constraint [6][2]. In a social network, the network constraint for a node quantifies the strength of the node’s connectivity. For any two persons in a social network, the person with lower network constraint value is considered to have higher strength in terms of connectivity. The network constraint $N_i$ for a node $i$ in a social network is measured as:

$$N_i = \sum_j (p_{ij} + \sum_q p_{iq}p_{qj})^2, q \neq i, j; j \neq i \quad (9)$$

where $p_{ij}$ is the proportion of time $i$ spent with $j$, i.e., the total time spent by $i$ with $j$ divided by the total time spent by $i$ with all users in the network.

Based on this concept, we measure the sociability of users with respect to the dimensions: colocation and interaction patterns. We define colocation of a pair of users as being in proximity to each other and interaction as speaking to each other. The system captures the colocation patterns of users through the Bluetooth sensor, and the interaction patterns through the microphone sensor and a speaker identification classifier [31][3]. We refer to the network constraint for colocation network as colocation network constraint (NC). This is calculated as follows:

$$NC_i = \sum_j (pc_{ij} + \sum_q pc_{iq}pc_{qj})^2, q \neq i, j; j \neq i \quad (10)$$

where $pc_{ij}$ is the proportion of time user $i$ is colocated with user $j$. Similarly, we refer to the network constraint for the interaction network as interaction network constraint (NI) and is calculated as follows:

$$NI_i = \sum_j (ps_{ij} + \sum_q ps_{iq}ps_{qj})^2, q \neq i, j; j \neq i \quad (11)$$

Figure 2: Sample rules for adaptation of weights for energy, latency, and data sent over the network.

\begin{verbatim}
<rules>
  <condition="battery_left > 80 and data_sent < 50MB”>
    <weight metric="energy">33.3</weight>
    <weight metric="latency">33.3</weight>
    <weight metric="data">33.3</weight>
  </condition>
  <condition="battery_left < 20”>
    <weight metric="energy">60</weight>
    <weight metric="latency">20</weight>
    <weight metric="data">20</weight>
  </condition>
  <condition="data_sent > 50MB”>
    <weight metric="energy">20</weight>
    <weight metric="latency">60</weight>
    <weight metric="data">20</weight>
  </condition>
  <weight metric="energy">33.3</weight>
  <weight metric="latency">33.3</weight>
  <weight metric="data">33.3</weight>
</rules>
\end{verbatim}
where \( p_{ij} \) is the proportion of time user \( i \) has interacted with user \( j \). A smaller network constraint means smaller \( p_{ij} \) and \( p_{i(k)} \) values which in-turn means that user has spent time interacting with many colleagues, i.e., he/she is more sociable.

In a social network of \( n \) nodes, the strength of relations of a user \( i \) with respect to colocation is calculated based on the \( pc_{ij} \) where \( j = 1,2,\ldots,n \), \( j \neq i \) and with respect to interactions is calculated based on the \( ps_{ij} \) where \( j = 1,2,\ldots,n \), \( j \neq i \). We call the user \( i \) where \( i = \min\{NC_k, k = 1,2,\ldots,n\} \) (i.e., user with least colocation network constraint value) the mayor of the group with respect to colocation, and similarly the user \( j \) where \( j = \min\{NI_k, k = 1,2,\ldots,n\} \) (i.e., user with least interaction network constraint value) the mayor of the group with respect to interactions. The alerts about the mayors are sent to all mobile phones periodically to encourage active participation of the users in the experiment and also to motivate them to socialize more by adding the competition and gaming factors.

We use two examples to demonstrate the quantification of sociability through the network constraint. Figure 3(a) shows a social network of three nodes. Let us say that \( A \) spent 5 hours with \( B \) and 5 hours with \( C \), and \( B, C \) did not spend any time with each other. The fraction of time \( A \) spent with \( B \) is 0.5 and with \( C \) is 0.5 and these are represented as weights in the graph. However, \( B \) has spent time only with \( A \), therefore the weight of the edge \((B, A)\) is one, similarly weight of edge \((C, A)\) is one too. The ranking with respect to decreasing order of sociability (or increasing order of network constraint) is: \( A(0.5), B(1.25), C(1.25) \). Since \( A \) distributes his/her time among two contacts, he/she is less constrained compared to \( B \) and \( C \), therefore \( A \) is more sociable. Figure 3(b) shows a social network of five nodes. Let us assume that there is a core social network consisting of nodes \( A, B, \) and \( C \), and two new persons \( D \) and \( E \) have recently joined the network. \( D \) has shared his interactions with two people in the network, whereas \( E \) has connected only to one person. Therefore, \( D \) is connected more strongly than \( E \). The constraint for \( D \) and \( E \) are 1.13 and 1.32, respectively, which makes \( D \) more sociable than \( E \). Further, \( A \) and \( C \) are both connected to three nodes, however, \( C \)'s constraint (0.69) is lesser than \( A \)'s constraint (0.83) as more information flows through \( C \) than \( A \) as the graph breaks into two components without \( C \). Therefore, \( C \) is considered more sociable than \( A \). This kind of data about the sociability among users is of very high interest to social scientists and corporates as it helps them to understand social patterns of users at a great level of detail and, moreover, it also has impact on their productivity [23, 27, 32].

4.4 Indoor Localization

The indoor localization feature in the SociableSense system is based on the Bluetooth sensor, and is implemented to identify the users in sociable locations to notify colleagues, and to study the influence of type of location on the sociability of users. By placing Bluetooth devices at various locations in the office spaces, we can achieve a coarse grained localization\(^4\). The main reason to use this methodology is the following: since the system is already required to scan for Bluetooth devices for identifying colocation of the users, we do not need to expend additional energy on sensing from other sensors like Wi-Fi or GPS that are generally expensive in terms of energy consumption. Moreover, Wi-Fi is not available on all smart phones, and GPS does not generally work in indoor office locations.

Our main aim is to differentiate between work and social spaces. The work locations are places where users work and spend most of their office time. Sociable locations are places where users socialize and spend time during breaks like coffee rooms, common rooms, and game rooms. When a user is in a sociable location, alert about this is sent to all other participants, so that interested people can join the user and socialize with him/her.

4.5 Implementation

The system is implemented on the Nokia 6210 Navigator phone using Python for Symbian S60 (PyS60) [29]. Sensor sampling, computation distribution, and social feedback components run on the mobile phone, while the network constraint calculation module and location alerts generation module run on the remote server. The remote server module is implemented in Python and is deployed on a powerful back-end server (Intel Xeon Octa-core E5506 2.13GHz processor, and 12 GB RAM). The system on the mobile phone connects to this server through a web-based API implemented using the HTTP Connection module of PyS60.

The speaker recognition module is based on that used in the EmotionSense system [31] which is implemented using the Hidden Markov Model Toolkit (HTK) [17]. We collect training data (approximately 10 minutes) from each participant of the social psychological experiment (Section 6) and generate a background Gaussian Mixture Model (GMM) representative of all speech data. We then generate speaker specific models based on their corresponding speech data. We upload these GMMs on the mobile phones of users and on the remote server. We also install HTK on all the mobile phones and the remote server. At run-time, a recorded audio file is converted to Perceptual Linear Predictive (PLP) coefficients file using the HCopy tool of HTK, and this PLP file is then compared with all the models of colocated users (determined through Bluetooth) using the HERest tool of HTK. Finally, the model with highest likelihood of match is assigned as the speaker model. The indoor localization and colocation detection is based on the lightblue [21] module for PyS60, which is a cross-platform Bluetooth API and provides a easy access to various Bluetooth operations. We use the accelerometer sensor API provided by PyS60 platform to access X, Y, Z axes data of accelerometer sensor.

\(^4\)We also note that more fine-grained solutions based on Wi-Fi fingerprinting and coarse-grained solutions like logical localization [2] can be integrated into this module, but since our aim is to differentiate between work and social spaces, we limit this feature to the Bluetooth based technique.
5. MICRO-BENCHMARKS

We perform a two-part evaluation of the SociableSense system. Firstly, in this section, we evaluate the adaptive sampling scheme with respect to accuracy, energy, and latency, and computation distribution scheme with respect to selecting the best suitable configuration, based on real traces collected through participants carrying mobile phones. Secondly, in Section 6, we conduct a social psychology study to understand the usefulness of the system to social scientists and participants.

5.1 Sensor Sampling Benchmarks

5.1.1 Experimental Datasets

We collect the dataset for benchmarking the sensor sampling component in an office environment during day time working hours (10am to 4pm). We gather a total of 231 hours of raw accelerometer sensor data (i.e., X, Y, Z coordinates), 241 hours of Bluetooth data (i.e., Bluetooth identifiers), and 151 hours of microphone data (i.e., audio recordings), with 10 users carrying a Samsung Galaxy S or Nokia 6210 Navigator phone. The sampling of the accelerometer and Bluetooth sensors is performed continuously with a sleep interval of 0.5, 1 second, respectively. Audio samples of length equal to 5 seconds are recorded from the microphone sensor with a sleep interval of 1 second between consecutive recordings.

Samsung Galaxy S phones were running Google Android version 2.1 [1] or higher. Android Bluetooth APIs were used to discover the Bluetooth devices in the proximity. The discovery process is asynchronous and the method call immediately returns with a boolean indicating whether discovery has successfully started. The discovery process involves an inquiry scan, followed by a page scan of each found device to retrieve its Bluetooth name. Android SensorManager Service is used to access X, Y, Z axes data of accelerometer sensor. This process is asynchronous too and involves registering a listener for capturing accelerometer data. Android SensorManager API provides various speeds at which data are sensed from accelerometer, and we use SENSORDelayFastest setting to get sensor data as fast as possible. Nokia 6210 Navigator phones were running Symbian S60. We use the lightblue module for PyS60 for performing Bluetooth discovery operations and the accelerometer sensor API provided by PyS60 platform to access X, Y, Z axes data of accelerometer sensor.

5.1.2 Methodology

Tuning of Adaptive Sampling Scheme We explore the performance of learning technique for each sensor for the entire parameter space of α (explained in Section 4.1) to fine-tune the adaptive sampling scheme. Since the dataset is collected in an office environment, the α value selected through this process should be general enough to provide the same level of performance in a similar environment.

Categorization of Events As discussed in Section 4.1, we classify the raw data from the sensor traces into events, which can be of two types, viz., “unmissable” and “missable” events (or “interesting” and “uninteresting” events). In the case of the microphone sensor, an unmissable event corresponds to some audible data being heard in the environment and a missable event corresponds to silence. These events are generated using a GMM classifier [31] capable of classifying whether an audio trace contains any audible data. For the Bluetooth sensor traces, an unmissable event corresponds to a change in the number of colocated users, whereas a missable event indicates that there is no change. In the case of the accelerometer sensor, the unmissable event corresponds to movement of a user and a missable event indicates that the user is stationary. Although both these events are unmissable, it is sufficient to detect just one of them since we only have two possible events, so we choose a “user moving event” as unmissable.

Performance Metrics We evaluate the performance with respect to the metrics: accuracy, energy, and latency. The accuracy is measured in terms of the percentage of missed events. An event is said to be missed when there is an unmissable event recorded in the trace file while the sensor is not actively queried. The energy consumption is measured using the Nokia Energy Profiler (NEP) [13]. NEP is a stand-alone test and measurement application for Nokia phones, and it provides an easy way of measuring the power consumption of the mobile phone at a fine-grained time-intervals. The energy consumption of a task is computed as follows: we first measure the baseline energy consumption of mobile phone, and then we activate the task in SociableSense and measure the energy consumption. The difference between these energy consumption values is calculated as energy of the task. We repeat this procedure for many iterations and finally, we calculate the average of these values to determine the average energy consumption of the task. The latency is measured based on the delay in detecting change of event sequence from missable to unmissable and vice versa. For example, let us consider that a user is moving from time $T_x$ to $T_y$, and the system detects this moving event at $T_z$ ($T_x < T_z < T_y$). The latency of detecting this user moving event is calculated as $T_y - T_z$. All the performance metrics used are the lower the better type of metrics (as accuracy is measured in terms of missed events).

Techniques used for Comparison To quantify the advantages of using adaptive sensor sampling, we compare its performance with various static functions and a dynamic adaptation technique that controls the rate of sensor sampling based on the context of the user. We define two types of functions: if there are no “interesting” events observed (i.e., missable events), then the sampling interval increases (i.e., the sampling rate decreases) from its current value based on a back-off function. Similarly, if the event is classified as unmissable, then the sampling interval decreases (i.e., the sampling rate increases) from its current value based on an advance function. For example, let us assume that the current sleep interval between two consecutive audio samples is $x$; a categorization of missable and unmissable events can be as follows: missable: silence, unmissable: some audible data. If the classifier detects that the current event is silence, i.e., missable, then the sleep interval is increased to $f(x)$ based on a back-off function. If the choice of this function is quadratic then the resulting sleep interval will be $f(x) = x^2$. Similarly, if an unmissable event is detected, the sleep interval can be adjusted based on a quadratic advance function like $f(x) = \sqrt{x}$. The back-off and advance functions used for the evaluation are given in Table 1.

We also compare the learning scheme against the dynamic adaptation technique presented in [30]. This technique selects a sampling function dynamically according to the number of consecutive events of the same category (missable or
More specifically, given a set of sampling functions, the scheme initially uses the least aggressive sampling function (e.g., linear back-off if missable events are observed) and if the same type of events are detected for a number of times equal to a certain threshold then it switches to a more aggressive sampling function (e.g., quadratic back-off). This continues until it finally switches to the most aggressive sampling function (e.g., exponential back-off). The benchmarks for each of the sensors are evaluated for various combinations of advance and back-off functions, including the dynamic adaptation and learning techniques. The x-axis labels in this subsection have the format \textit{advance–back-off functions}.

5.1.3 Results

To optimize the learning based technique for each of the sensors, we first measure its performance in terms of accuracy, energy, and latency by varying the \( \alpha \) value. Figures 4, 5, and 6 show the variation of the parameter \( \alpha \) with respect to the performance of the learning based technique for the Bluetooth sensor in terms of accuracy, energy, and latency, respectively. Based on these plots, we choose \( \alpha \) to be 0.5 as this value corresponds to higher accuracy and lower latency without considerable compromise on energy. Since we measure the \textit{sociability} with respect to colocation as well, accurately detecting it (using Bluetooth) is an important consideration. We also note that since the dataset is collected in an office environment, the \( \alpha \) value selected may provide close performance in a similar type of workplace.

We then evaluate the performance of various combinations of advance and back-off functions with respect to all the performance metrics. The results for the Bluetooth sensor are shown in Figures 7, 8, and 9. We can observe that the learning based technique performs well with respect to accuracy and latency with only a slight increase in energy. The accuracy of the learning based technique is 12\% more and latency is 56\% less than that of the dynamic adaptation technique (\textit{dynamic–dynamic}), while the energy consumption of the former is 25\% more than the latter. Compared to the other dynamic combinations like \textit{exponential–dynamic}, \textit{quadratic–dynamic}, the performance of the learning based technique is very close with respect to energy and accuracy, however, the latency is as much as 40\% lesser than these combinations. We can observe that the combinations \textit{quadratic–linear} and \textit{exponential–linear} that use linear back-off function exhibit similar performance, however, the gains of the learning based technique with respect to accuracy and latency are higher. Figures 10, 11, and 12 show the performance of all the techniques for the accelerometer sensor with respect to accuracy, energy, and latency, respectively. We can observe that the learning based technique performs much better than the other techniques in terms of accuracy and latency, and with respect to energy consumption, it has performance similar to other techniques (the maximum difference in energy consumption is only 4\%). In other words, the learning based technique performs better than all the combinations of dynamic scheme with respect to all the performance metrics for accelerometer sensor. Therefore, these results justify the use of the learning based technique for the adaptive sampling of sensors. Following similar considerations, which we do not present here due to space limitations, we choose to use the learning method also for the microphone sensor.

5.2 Computation Distribution Benchmarks

In this section, we present the evaluation of the computation distribution scheme through micro-benchmark tests.

5.2.1 Methodology

The main aim of these benchmarks is to evaluate the performance of the utility function (explained in Section 4.2) used in the computation distribution scheme in terms of selecting the best configuration given the importance assigned to each performance dimension. More specifically, we compare the performance of all possible configurations and evaluate whether the utility function selects the appropriate configuration based on the weights given for the three dimensions: energy, latency, and total data sent over the network. The performance metrics used are: \textit{lifetime of the phone} (i.e., the total time until battery gets completely discharged from the fully charged state), \textit{average latency} (i.e., the average time taken for processing a sensor task), and \textit{average data sent over the network} (i.e., the average number of bytes sent by the system over the 3G network to process a sensor task).

5.2.2 Tasks used in the Benchmarks

The classification tasks used in the benchmarks are of three types based on the sensor from which data are queried. The \textit{activity recognition} classification task has one subtask that classifies the data sensed from the accelerometer sensor into \textit{moving} or \textit{idle} states. The \textit{colocation detection} classification task has one subtask that detects the change in colocation of user observed through the change in colocated Bluetooth devices. The \textit{speaker identification} classification task performs the speaker identification and is divided into

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
Type & Back-off function & Advance function \\
\hline
Linear & \( k \times x \) & \( x/k \) \\
Quadratic & \( x^2 \) & \( \sqrt{x} \) \\
Exponential & \( e^x \) & \( \log_e x \) \\
\hline
\end{tabular}
\caption{Back-off and advance functions}
\end{table}
two subtasks: the first subtask converts the recorded audio sample to Perceptual Linear Predictive (PLP) coefficients file using the HCopy tool of the Hidden Markov Model Toolkit (HTK) [17], and the second subtask compares the extracted coefficients file with the speaker models of all users using the HERest tool of HTK, and the model with the highest likelihood of match is selected as the speaker model of the recorded audio file.

5.2.3 Results

We first present the selection of the best configuration by the computation distribution scheme for the speaker identification classification task. This task consists of two subtasks, each of which can be executed locally on the phone or remotely in the cloud. Therefore, we have a total of four configurations in which this task can be executed: S1: all subtasks computed locally; S2: first subtask computed locally and the other remotely; S3: first subtask computed remotely and the other locally; S4: all subtasks computed remotely. Let S1, S2, S3 and S4 denote the various combinations of weights (configured by the experiment designers) in the utility function: S1: \( w_1 = 1, w_2 = 0, w_3 = 0 \) (i.e., maximum weight to energy); S2: \( w_1 = 0, w_2 = 1, w_3 = 0 \) (i.e., maximum weight to latency); S3: \( w_1 = 0, w_2 = 0, w_3 = 1 \) (i.e., maximum weight to data sent over the network); S4: \( w_1 = 0.33, w_2 = 0.33, w_3 = 0.33 \) (i.e., equal weights).

Figures 13, 14 and 15 show the performance of all the configurations with respect to energy consumption, latency, and total data sent over the network for processing the speaker identification task. We can observe that the utility function for the combination S1 selects the configuration C4 as this has the lowest energy consumption, and for the combination S2 the configuration selected is C4 as this is the lowest in terms of latency as well. For the combination S3, the configuration C1 is selected as this sends the least amount of data over the network. Finally, for the combination S4, which gives equal weights to all the dimensions, the configuration C4 is selected as this is the best considering all dimensions; moreover, it is also the best performing configuration in two out of three dimensions.

The above evaluation shows that the proposed scheme selects the best configuration for a given task given the weights defined by the experiment designers. However, to study the impact of these decisions “at task level”, we have also evaluated the effect of these decisions “at task level” on the overall performance of the system in terms of lifetime of mobile phone, average latency of processing a task, and average data sent over the network for processing a task. The phone battery capacity is 3.7\( \text{v}/750\text{mAh} \). We consider three sensor classifiers: activity recognition (one subtask), change in colocation detection (one subtask), and speaker identification (two subtasks), so we have in total four possible subtasks each of which can be computed locally on the phone or remotely in the cloud. At a system level, this results in 16 possible ways (or configurations C1 to C16) of processing the sensor tasks. We evaluate the utility function for the same combination of weights: S1, S2, S3, and S4. We use the same sensor traces used in the evaluation of the sensor sampling scheme, and the learning based technique is used as sampling mechanism.
the combination data sent over the network. We can observe that for possible configurations in terms of lifetime, latency, and to-
(i.e., \(C_4\)). For the combination \(S_2\) that gives maximum weight to latency, the configuration \(C_4\) is selected as this is the lowest in terms of latency as well. For the combination \(S_3\), the configuration with lowest data sent over the network is selected (i.e., \(C_1\)). We can also observe that there are multiple configurations with the lowest amount of data sent over the network like \(C_1, C_5, C_9, C_13\) and among them the configuration with better latency and lifetime values (i.e., \(C_1\)) is selected. Finally, for the combination \(S_4\), the configuration \(C_4\) is selected as it is much better in two out of three dimensions compared to the other configurations. These results show that the proposed computation distribution scheme selects the best configuration given the weights assigned to the different dimensions.

6. SOCIAL PSYCHOLOGY STUDY

In addition to the micro-benchmark tests, we also conduct a social study to evaluate the usefulness of the SociableSense system to the social scientists and the participants.

6.1 Overview of the Experiment

We conduct the experiment for a duration of two working weeks (10 days) involving 10 users. We divide the experiment into two phases each of which lasts for a week. In the first phase, the feedback mechanisms of the SociableSense system were disabled, and in the second phase they were displayed. More specifically, we show the following to users: sociability, strength of their relations, activity levels, and alerts about the users in sociable locations. During the experiment each user carries a Nokia 6210 Navigator mobile phone. We identify five main locations where users generally spend most of their time. We categorize three of these as work locations as users work spaces are located in these locations, and two of the locations as sociable locations that include a common room and a cafeteria where users either socialize or have breakfast/lunch. These two categories of locations are in different parts of the building, i.e., Bluetooth ranges were non-overlapping, therefore, localization error is negligible.

6.2 Results and Discussion

We study the effect of feedback mechanisms on the sociability of the users. Figures 19 and 20 show the colocation network constraint and interaction network constraint for the two phases of the experiment. We can observe that the average network constraint for both colocation and speech networks is lower when feedback and alert mechanisms were enabled. Note that the network constraint is a lower the better type of metric for sociability. We can also observe that the difference between the network constraints with and without feedback is greater in sociable locations than in work locations, and based on this we can infer that the feedback mechanisms have a greater effect on individuals at sociable locations. We conjecture that this is the case because of the opportunities of interacting in these locations.

Figure 21 shows the standard deviation of network constraint of all the participants of the experiment. The standard deviation is similar for both the constraints with and without feedback mechanisms except for the sociable locations. This shows that in the sociable locations the difference in the level of sociability among participants is lesser with feedback mechanisms. From this we can infer that in sociable locations with feedback mechanisms most users participate in interactions compared to the case without feedback mechanisms. Figure 22 shows the average network con-
energy, latency, and data sent over the network. Two mechanisms are effective when users are stationary. Physically active, whereas in sociable locations the feedback mechanisms help users to socialize more irrespective of their level of activity. This result also shows another interesting phenomenon: in the work locations the feedback mechanisms have greater effect on the sociability of users when they are physically active, whereas in sociable locations the feedback mechanisms are effective when users are stationary.

For this study we give equal importance to all the dimensions: energy, latency, and data sent over the network. The combination of weights is same as that of $S_d$ in Section 5.2. Therefore, the computation distribution scheme selects the configuration $C_d$ (speaker identification task computed remotely and other classification tasks computed locally). The use of computation distribution scheme leads to approximately 28% more battery life, 6% less latency per task, and 3% less data transmitted over the network per task compared to the model where all the classification tasks are computed remotely.

7. RELATED WORK

Recently, ubiquitous technologies and especially mobile smart phones have been widely used to monitor user behavior [16, 24]. In particular, EmotionSense [31] is a platform that is able to detect user emotional states using standard off-the-shelf phones. Experience sampling [16] is a widely used technique for social psychological studies, however, it requires constant user input and is found to be generally biased [28]. Other examples of systems that exploit ubiquitous technology to quantitatively measure human behavior include the Sociometer [8], the Mobile Sensing Platform (MSP) [7]. Several studies were performed using the Sociometer in order to understand organizational behavior [32]. These systems rely on purpose-built devices (such as mote-class sensors) that are not part of the everyday life of people and, therefore, can be felt as obtrusive or simply may not be always carried by the users of an experiment.

Energy is a key issue in building mobile sensing systems. For example, the EEMSS platform [33] uses a hierarchical sensor management strategy to recognize participants’ activities. The Jigsaw continuous sensing engine [22] balances the performance requirements of the applications and the resource demands of sensing continuously on the mobile phone. Llama [4] is an energy management system based on the user statistics in terms of usage and recharge cycles and exploits the excessive energy for a better user experience. PRISM [11] is a mobile sensing platform that makes it easier to develop and deploy the participatory applications as executables on the mobile phones of the participating users. Virtual Compass [3] builds a relative neighbor graph using radio technologies like Bluetooth and Wi-Fi, and can be a useful tool for social applications. It achieves energy efficiency by monitoring topology changes and adapting scanning rates, and selecting the most appropriate radio interface based on energy characteristics.

With respect to exploiting the cloud computation, in [25] the authors show that continuous sensing is a viable option for mobile phones by adopting strategies for efficient data uploading. The focus of this work is on the minimization of the amount of data sent to back-end servers and not on the distribution of the computation. CloneCloud [9]
enables mobile applications running in an application-level virtual machine to offload part of the execution to device clones running in the cloud. However, the system is mainly useful for mobile applications running in a virtual machine. Finally, the authors of [10] present MAUI, a system that achieves energy efficiency through fine-grained code offloading to the cloud, however, it requires developers to annotate the application source code. With respect to these works, the computation distribution component in our system distributes tasks among local and cloud resources considering the requirements of the experiment designers in terms of the battery consumption, delay, and traffic trade-offs. To the best of our knowledge, this is the first mobile sensing system that implements energy-efficient mechanisms that are adaptive with respect to the changing context and optimized according to the requirements of the researchers collecting the sensor data. Moreover, unlike SociableSense, all these existing systems are used for collecting data without providing any feedback to the users.

8. CONCLUSIONS
In this paper, we have presented SociableSense, a sensing platform that implements a novel adaptive sampling scheme based on learning methods, and a dynamic computation distribution mechanism based on decision theory. The tool, based on smart phones, has been applied to quantitatively measure the sociability of users and strength of their relations with each of their colleagues in workplaces. It closes the loop by providing real-time feedback to users about their sociability, the strength of their relations with colleagues, and opportunities to interact.

The sensor sampling scheme adaptively samples from accelerometer, Bluetooth, and microphone sensors while balancing energy-accuracy-latency trade-offs. The computation distribution scheme distributes the classification tasks between local and remote resources while considering the importance given by the experimenter to each of the dimensions: energy, latency, and data traffic. We have evaluated the performance of sensor sampling and computation distribution schemes using several micro-benchmark tests. By means of a social study we have also demonstrated the usefulness of SociableSense to researchers and participants.
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