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INTRODUCTION AND COURSE OBJECTIVES
“[I]n the interplay between design and statistics, design rules!”
(Shadish, et al., 2002:xvi)

The principal task of all science is to explain.  The framework for explanation is the cause-and-effect sequence. The “science” part of social science indicates our dependence on replicable methods as the means of isolating causal sequences from other influences.  We cannot use science to prove something. The most we can ever do is gradually strengthen our confidence in the validity of a causal sequence by eliminating possible alternative explanations.  We accomplish this by repeated testing.  Testing involves introducing “controls” for alternative explanations suggested by theory or intuition.  And it is this process that social science shares with any and all other sciences.
Science is an empirical activity; the coin of the realm is data.  We derive understanding from data—generally expressed as numbers—by developing them in disciplined ways. The resulting computations – (data analysis) -- involve attempts to characterize and summarize sets of data so that we might identify and trace possible causal relationships between measured attributes (variables) of a sample of units of analysis.  Inevitably, the quality of the science we do depends on both the quality of the concepts and measurements underlying our data and the integrity of the techniques we use to develop them. 
The best known way of controlling (“holding constant”) extraneous factors—and thereby eliminating alternative explanations—involves the use of statistical techniques.  The field of “econometrics” illustrates the emphasis and effort that have gone into the development of such techniques.  As powerful and useful as these techniques can be, however, they focus only on one stage—and a latter one at that—of the larger research process.  Much can be done at prior stages to develop our data in ways that can lessen dramatically our reliance on ex post facto statistical techniques to control unwanted influences.  The field of “research design” which we will explore together this semester illustrates the emphasis and effort that have gone into the development of such techniques.

Research design, then, emphasizes techniques for organizing a research process to achieve variance control prior to – and during—data collection and development, rather than doing so only after-the-fact through the use of data analytic (statistical) techniques. This long statement should now be reasonably clear to you.  The focus of research design is on identifying junctures in the research process at which steps can be taken to help clarify cause-effect relationships traced out in complex research settings.  Research design is all about how to “develop” and organize data in the first place in ways that can enhance our ability to interpret it later. In that sense, research design is conceptually prior to statistical analysis.  The more thoughtful we can be about the quality of the data we develop for subsequent analysis, the fewer compromises we have to accept later when selecting and using analysis tools/techniques.

This course has been designed for the graduate student who has had at least one course in research methods and completed both Research Design (POEC 5312) and a graduate-level course in data analysis. S/he should be familiar with multiple regression techniques such as Ordinary Least Squares (OLS).  This course is intended to be of value both to those who will go on to conduct their own research in their chosen fields and to those who intend to use/evaluate the findings of research conducted by others. 
Course Reading Resources

Course readings will be drawn from a variety of sources.  In addition to the books listed below, a variety of articles and related instructional materials have been posted on the WebCT website.  You may access WebCT from the UT-D Galaxy site  (http://www.utdallas.edu/galaxy/)  In addition, each week copies of the PowerPoint presentation files and to be used for the next class will be posted there. You will then be asked to provide a User Name and a Password to enter the site.  Do plan on checking your e-mail frequently – preferably daily – as this will be my primary way of communicating with you between weekly class sessions.
[BF]:     Bingham, Richard D. and Claire L. Felbinger (2002). Evaluation in Practice: A Methodological 
                 Approach.  New York: Chatham House.
[M]:      Mohr, Lawrence B. (1995). Impact Analysis for Program Evaluation, 2nd Edition, Sage
                University Press. Thousand Oaks, CA: Sage.
[SC2]:   Shadish, William, Thomas D. Cook, and Donald T. Campbell, Experimental  and Quasi-
                Experimental Designs for Generalized Causal Inference (2002). Boston: Houghton-Mifflin. 

[T]:       Trochim, William (2001).  The Research Methods Knowledge Base, 2nd Edition. Cincinnati: 
                Atomic Dog. http://www.atomicdog.com/ (Recommended only).  Tutorials, see      

                http://www.socialresearchmethods.net/tutorial/tutorial.htm 
COURSE ADMINISTRATION AND GRADING

“If you think you can or you think you can’t, you’re right.”
(Attributed to Henry Ford)

While each session will follow a lecture-discussion format, I do not want the lecture portion to crowd out discussion.  While I have a substantial volume of material that I am prepared to cover with you, I want to make certain we have time to discuss issues that are of greatest importance to you.  While details concerning course evaluation criteria will await information on class size and composition, each student will be required to develop a comparative design analysis that will become part of your POEC portfolio. 
If you experience a problem or have questions during the course, contact me immediately!  In lieu of posted office hours, I am ready to arrange to meet with you at almost any mutually-agreeable time.  Generally I will be available after class for unscheduled meetings, although I do not schedule appointments during the hour before class.  In fairness to each of you, it is advisable that you first make an appointment with me to be certain that you can have the time with me when you need it.  Some questions can be handled in a phone conversation.  Where that is your preference, please call my office anytime.  If I am not there, a voice-mail system permits you to leave a message for me 24 hours a day/7 days a week.  I also respond to e-mail queries daily.  I check for messages continuously all through the week, including weekends, holidays, and daily when I am out of town.
Good luck and enjoy the course. 

        TOPICS AND READINGS

I.  Introduction and Overview 

“It is, in fact, the social sciences that should be labeled the hard sciences.”

(Herbert Simon, 1987 Nobel Laureate in economics)
Note: These articles illustrate a rising concern for the validity of social science research which in turn is resulting in increasing scrutiny of the quality of the underlying research designs. 

1. Benton, Joshua, “Education Research Is Under the Microscope.” Dallas Morning News, July 29, 2002.
2. Cook, Thomas (2002). “Sciencephobia,” [Abridged version of “A Critical Appraisal of the Case against Using Experiments to Assess School (or Community) Effects, Hoover Institution, Stanford University.   
II. Causal Logic, Control and Validity
      A.  Causal Order: First Principles

1.  The Logic of Causal Inference       

· SC2, “Preface” and Chapter 1 (pp. 1-18).
2.  Control: Varieties and Implications
Data Structure: cross-sectional; longitudinal (trend, cohort, panel). 

· Econometric (Fixed Effects) Solution: England, et al., (1988) “Explaining Occupation Sex Segregation and Wages :…” American Sociological Review, Vol.. 53, pp. 544-58. 

· Design Solution (Cohort): Morgan, Laurie A., “Glass-Ceiling Effect or Cohort Effect? A Longitudinal Study of the Gender Earnings Gap for Engineers, 1982 to1989,” American Sociological Review, 1998, Vol. 63. (August: 479-83).
· Design Solution (Panel): Sawhill, Isabel V. and Mark Condon, “Is U.S. Income Inequality Really Growing?” Policy Bites, The Urban Institute, No. 13, June 1992. 


Data Analysis: varieties of multivariate analysis
· Vijverberg (1997), “The Quantitative Methods Component….”
                                    Journal of Policy Analysis and Management.  
Design Type: nonexperimental; experimental; quasi-experimental
· Trochim, “Design” Chap. 6.

3.  Public Policy Research Design Issues and Illustrations
· Shadish, William and David Myers (2004), “Research Design Policy Brief” http://www.campbellcollaboration.org/MG/ResDesPolicyBrief.pdf
· Greene, Jay P., Paul E. Peterson, and Jiangtao Du, “School Choice in Milwaukee: A Randomized Experiment.  BF (Chap 21). 

· Peterson, Peter (1999). “Vouchers and Test Scores.” Policy Review, pp. 10ff.
III.    Research Design, Data Development, and Causal Inference
A.  Mill’s 1st Criterion: Covariance and Variance Control
      1.  Research Design as Variance Control

· “Research Design: Meaning, Purpose, and Principles” (Chap. 17) in F. Kerlinger, Foundations of Behavioral Research, 1973. 
B.  Mill’s 2nd Criterion: “It’s About Time….”
       1. Time and Scale
· “Sunrise,” Economist, Nov. 30, 1991.
       2. Timing: Locating Effects in Time
· Isaac, Larry, Larry Christiansen, Jamie Miller, and Tim Nickel (1998). “Temporally Recursive Regression and Social Historical Inquiry: An Example of Cross-Movement Militancy Spillover,” International Review of Social History, Vol. 43, pp. 9-32 [See esp. Table 2].

                   3. Time Order and Decomposition of Time
· “Preface” and “The Neoclassical/Austrian Approach: An Overview” (Chap. 3) in R.K. Vedder and L. E. Galloway, Out of Work: Unemployment and Government in Twentieth-Century America (1993).  
       4. Time-Mapping Causal Process
· Monge, Peter R., “Theoretical and Analytical Issues in Studying Organizational Processes,” Chap. 10 in Huber and Van de Ven. 
C.  Mill’s 3rd Criterion: Eliminating Alternative Explanations

       1. Elaboration Model: Mechanics and Logic
· “Statistical Associations and Relationships,” pp. 127-73 in T. H. Poister, Public Program Analysis: Applied Research Methods, Baltimore: University Park Press, 1978.  [Note: Background discussion can be found in Rosenberg, N., The Logic  of Survey Analysis, New York: Basic, 1968.]
      2.  Model Specification and Alternative Explanations
· McWilliams, Abigail and Donald Siegel, 2000. “Corporate Social Responsibility and Financial Performance: Correlation or Misspecification?”  Strategic Management Journal, Vol. 21, pp. 603-09. 
IV. Experimental vs. Econometric Estimation
“All models are wrong, but some are useful.”

(George Box, noted econometrician)
      A.  Impact Designs: Overview

· BF, “Evaluation Designs (Chap. 2).
      B.  Econometric Analysis: Logic and Limitations

 1.  Effect Estimation: Experimental vs. Econometric Approaches
· Hey, J.D., “Introduction” (Chap. 1) and “Experimental and Non-experimental Methods in Economics” (Chap. 2) in J.D. Hey, Experiments in Economics, Oxford: Blackwell, 1991. 
· Cook, Thomas D. (Fall 2001). “Sciencephobia” Hoover Institution. (http://media.hoover.org/documents/ednext20013_62.pdf)
· “Try It and See,” Economist, 2002. 
· LeLonde, R.J., “Evaluating the Econometric Evaluations of Training Programs with Experimental Data,” American Economic Review, Vol. 76, No. 4, Sept. 1986, pp. 604-20.
· Burtles, Gary, “The Case for Randomized Field Trials in Economic and Policy Research,” Journal of Economic Perspectives, Vol. 9, No. 2, Spring 1995, pp. 63-84. 
· Heckman, James J. and Jeffrey A. Smith, “Assessing the Case for Social Experiments,” Journal of Economic Perspectives, Vol. 9, No. 2, Spring 1995, pp. 85-110. 

· Johnson, Kirk A. (2000). “Do Small Classes Influence Academic Achievement?” Heritage Center for Data Analysis. 
2.  Are Matched Comparison Groups an Adequate Substitute for
     Randomization?

· LeLonde, R.J., op.cit. (see esp. pp. 604-14, 617). 
· Burtless, Gary, op. cit. (see esp. pp. 72-3).
· Fraker, T. and R. Maynard, “The Adequacy of Comparison Group  Designs for Evaluations of Employment-Related Programs,” The Journal of Human Resources, Vol. XXII,  No. 2, pp. 194-227.
· ]; Friedlander, D. and P.K. Robins, “Evaluating Program Evaluations: New Evidence on Commonly Used Nonexperimental Methods,” American Economic Review, Vol. 85, No. 4, Sept. 1995, pp. 923-37. ; Burtless, G. and L.L. Orr, “Are Classical Experiments Needed for Manpower Policy,” The Journal of Human Resources, Vol. XXI, No. 4, pp. 606-39See also Barnow, B.S., “The Impact of CETA Programs on Earnings,” The Journal of Human Resources, Vol. XXII, No. 2, pp. 157-93 
3. Fixed Effects as a Control Strategy
· Fraker and Maynard, op. cit. (see esp. pp. 211-12; 223-24).
V. Using Research Design to Improve Econometric Estimates

“Until there are experiments, I take no notice of anything that’s done.”

    (Wm. Stephenson, 1902:1989, physicist, cited in Experimental Design and Analysis, Sage (1990:1).

        A.  Ex Post Facto Designs

  1. Design Attributes and Internal Validity

      Ex Post Facto Design Applications
· Mohr (1995), “Ex Post Facto Evaluation Studies,” (Chap 10).
        B.  Experimental Designs: Setting the Bar

   1. Design Attributes and Internal Validity

       a) Experimental Design Applications
· BF, “Pretest-Posttest Control Group Design” (Chap. 5). 
· BF, “Posttest Only Control Group Design” (Chap. 7).

· Mohr (1995), “The Theory of Impact Analysis: Experiments and Elementary Quasi-experiments” (Chap. 4)
· Trochim, “Experimental Design” (Chapter 7); Trochim, “Quasi-Experimental Design” (Chapter 8); Trochim, “Analysis for Research Design” (Chap. 11: 287-94).

· Mohr (1995), “The Regression Framework for Impact Analysis,” (Chap. 5).
· Berk, Richard A., Kenneth J. Lenihan and Peter H. Rossi (1980),
      “Crime and Poverty: Some Experimental Evidence from Ex-
      Offenders. American Sociological Review, Vol. 45, pp. 766-86. 
· Krueger, Alan B. and Diane M. Whitmore (2000). “The Effect of Attending a Small Class in the Early Grades on College-Test Taking End Middle School Test Results: Evidence from Project Star.”
· National Bureau of Economic Research, Working Paper 7656.      http://www.nber.org/papers/w7656
       b) Random Assignment: Theory and Design Options
· SC2, “Randomized Experiments….” (Chap 8).
· Cook, Thomas D., 2002. “Sciencephobia.” Hoover Institute.    http://www.educationnext.org/20013/62.html  [The unabridged version is Cook (2002), “A Critical Appraisal of the Case Against Using Experiments to Assess School (or Community) Effects.” 
       c) Using Research Design to Handle Endogeneity 
· Manning, W.G., et al. “Health Insurance and the Demand for Medical Care: Evidence from a Randomized Experiment, American Economic Review, Vol. 77, No. 3, June 1987, pp. 251-77. 
2. Factorial/Blocking Designs [Note: These are variations on true experimental
        designs that illustrate special control features/opportunities.]
· Howell, R.H., P.D. Owen, and E.C. Nocks, “Increasing Safety Belt Use: Effects of Modeling and Trip Length,” Journal of Applied Social Psychology, Vol. 20, No.3, 1990, pp. 254-63.   
· For a straightforward discussion of factorial designs – such as this one – and the logic of blocking, see Mitchell and Jolley, “Expanding the Simple Experiment: Factorial Designs” (Chap.  7).
· For computational routines associated with different experimental designs, see the following: “Completely Randomized Designs” (Chap. 11.4), “Randomized Block Designs” (Chap. 11.5) and “Factorial Experiments” (Chap. 11.6) in Sincich, Statistics by Example, San Francisco: Dellen-Macmillan, 1990.
  3. Regression-Discontinuity Design
· Mohr (1995), “The Regression-Discontinuity Design,” (Chap 6).
· SC2, “Regression Discontinuity Designs” (Chap 7).
· Berk, Richard A. and David Rauma (March 1983). “Capitalizing on Nonrandom Assignment to Treatments: A Regression-Discontinuity Evaluation of a Crime-Control Program.” Journal of the American Statistical Association, Vol. 78, Issue 381, pp. 21-7.

· Trochim, “Analysis for Research Design” (Chap. 11:304-315).

· Angrist, Joshua D. (1997). “Using Maimonides’ Rule to estimate the Effect of Class Size on Scholastic Achievement.” National Bureau of Economic Research, Working Paper 5888.
· Trochim, W.M.K. Research Design for Program Evaluation: The Regression Discontinuity Approach.  Beverly Hills, CA: Sage, 1984.
C. Quasi-Experimental Designs
     1. Logic and Control Strategies
         a) Designs Lacking Either a Control Group or a Pretest
· SC2, “Quasi-Experimental Designs…. ” (Chap 4).
· BF, “Posttest-Only Comparison Group Design” (Chap. 10).

· BF, “One-Group Pretest-Posttest Design (Chap. 11).

· Trochim, “Analysis for Research Design” (Chap, 11:294-303).

· Menard (1991), “Designs for Longitudinal Data Collection,” pp. 22- 44.  [Note: For an uncomplicated discussion of the logic of quasi-experimentation, see Mitchell and Jolley, “Causality without Randomization: Single-Subject and Quasi-Experiments” (Chap 10).]
· LeLonde, R.J. and R. Maynard, “How Precise Are Evaluations of Employment and Training Programs? Evidence from a Field Experiment,” Evaluation Review, Vol. 11, 1987, pp. 428- 51. 
                    b) Designs That Use Both a Control Group and a Pretest
· SC2, “Quasi-Experimental Designs…. ” (Chap. 5).
· BF, “Pretest-Posttest Comparison Group Design” (Chap. 8).

        c) Comparative Change Design
· Mohr (1995), “The Comparative Change Design,” (Chap 7).
· Freeman, H.E., et al., “Nutrition and Cognitive Development among Rural Guatemalan Children, American Journal of Public Health, Vol. 70, 1980, pp. 1277-85. 
· Shlay, A. B. and C.S. Holupka, “Steps toward Independence: Evaluating an Integrated Service Program for Public Housing Residents.” Evaluation Review, Vol. 16, 1992, pp. 508-33. 
         d) Interrupted Time-Series Designs
· SC2, “Quasi-Experimental Designs…. ” (Chap 6).
· BF, “Interrupted Time-Series Comparison Group Design” (Chap. 9).

· BF, “The Simple Time-Series Design (Chap. 12).

· Mohr (1995), “Time-Series Designs,” (Chap. 9).
· Lewis-Beck, M. S., “Some Economic Effects of Revolution: Models, Measurement and the Cuban Evidence.” American Journal of Sociology, Vol. 84, 1979, pp. 1127-49. 
· Smith, M. L., R. Gabriel, J. Schott, and W.L. Padia, “Evaluation of the Effects of Outward Bound,” In G.V. Glass (Ed.), Evaluation Studies Review Annual, Vol. 1, 1976, pp. 400-21. 
· Eisner, M. A. and K. J. Meier, “Presidential Control versus
· Bureaucratic Power: Explaining the Reagan Revolution in Antitrust,” American Journal of Political Science, Vol. 34, No. 1, Feb. 1990, pp. 269-87.
· O’Neill, June, Michael Brien, and James Cunningham, “Effects of Comparable Worth Policy:  Evidence from Washington State,” AEA Papers and Proceedings, May 1989, pp. 305-9. 
        e) Comparative Time-Series Design
· Mohr (1995), “Time-Series Designs,” (Chap. 9).
· Card, D., “Using Regional Variation in Wages to Measure the Effects of the Federal Minimum Wage,” Industrial and Labor Relations Review, Vol. 46, No. 1, Oct. 1992, pp. 22- 36. 
· Moran, G.E. “Regulatory Strategies for Workplace Injury Reduction,” Evaluation Quarterly, Vol. 9, 1985, pp. 21-34. 
· Berk, R.A., D.M. Hoffman, J.E. Maki, D. Rouma, and H. Wong, Estimation Procedures for Pooled Cross-sectional and Time Series Data,” Evaluation Quarterly, Vol. 3, 1979, pp. 385-410. 
· Rector, R., “The Impact of New Jersey’s Family Cap on Out-of-Wedlock Births and Abortions,” F.Y.I., Heritage Foundation, Washington, D.C., September 6, 1995. 
· Hicks, D.A. et al., “Redressing Metropolitan Imbalances in Service Delivery: A Time-Series Intervention Analysis of a User Charge Policy,” Policy Sciences, Vol. 10, No. 2/3, Dec. 1978, pp. 189-205. 
        f)
Criterion Population Design
· Jackson, B.O. and L.B. Mohr, “Rent Subsidies: An Impact Evaluation and an Application of the Random Comparison-Group Design. Evaluation Review, Vol. 10, 1986, pp. 483-517. 
VI. Measurement Issues and Approaches
A. Scale Construction and Analysis

     1. Factor Scaling Logic and Techniques

· Trochim, “Survey Research and Scaling” (Chap 4).

· Suarez-Villa, Louis and Manfred M. Fischer (1995). “Technology,
· Organization and Export-Driven Research and Development in Austria’s Electronics Industry.”  Regional Studies, pp. 19-42.

· Tittle, Charles R., “Influences on Urbanism: A Test of Predictions from Three Perspectives,” Social Problems, Vol. 36, No. 3, June 1989, pp. 270- 85. 
     2. Measurement Validity and Reliability Issues
· Trochim, “Measurement” (Chap 3). 
· O’Regan, K. and M. Wiseman, “Using Birth Weights to Chart the Spatial Distribution of Urban Poverty,” Urban Geography, Vol. 11, 1990, pp. 217-233.  [Note: This study illustrates the validation of a new  measure of poverty.]
VII. Sampling Concepts, Designs, and Strategies
A. Sampling Logic and Methods
· Trochim, “Sampling” Chap. 2.
· Nachimas and Nachimas, “Sampling and Sampling Designs” (Chap 8.) in Research Methods in the Social Sciences, 1987. 
VIII. Conclusions and Overview
Student Conduct & Discipline
     The University of Texas System and The University of Texas at Dallas have rules and regulations for the orderly  and efficient conduct of their business.  It is the responsibility of each student and each student organization to be knowledgeable about the rules and regulations which govern student conduct and activities.  General information on student conduct and discipline is contained in the UTD publication, A to Z Guide, which is provided to all registered students each academic year.
     The University of Texas at Dallas administers student discipline within the procedures of recognized and established due process.  Procedures are defined and described in the Rules and Regulations, Board of Regents, The University of Texas System, Part 1, Chapter VI, Section 3, and in Title V, Rules on Student Services and Activities of the university’s Handbook of Operating Procedures.  Copies of these rules and regulations are available to students in the Office of the Dean of Students, where staff members are available to assist students in interpreting the rules and regulations (SU 1.602, 972/883-6391).
     A student at the university neither loses the rights nor escapes the responsibilities of citizenship.  He or she is expected to obey federal, state, and local laws as well as the Regents’ Rules, university regulations, and administrative rules.  Students are subject to discipline for violating the standards of conduct whether such conduct takes place on or off campus, or whether civil or criminal penalties are also imposed for such conduct.
Academic Integrity
     The faculty expects from its students a high level of responsibility and academic honesty.  Because the value of an academic degree depends upon the absolute integrity of the work done by the student for that degree, it is imperative that a student demonstrate a high standard of individual honor in his or her scholastic work.
Scholastic dishonesty includes, but is not limited to, statements, acts or omissions related to applications for enrollment or the award of a degree, and/or the submission as one’s own work or material that is not one’s own.  As a general rule, scholastic dishonesty involves one of the following acts:  cheating, plagiarism, collusion and/or falsifying academic records.  Students suspected of academic dishonesty are subject to disciplinary proceedings.
     Plagiarism, especially from the web, from portions of papers for other classes, and from any other source is unacceptable and will be dealt with under the university’s policy on plagiarism (see general catalog for details).  This course will use the resources of turnitin.com, which searches the web for possible plagiarism and is over 90% effective.
Email Use
     The University of Texas at Dallas recognizes the value and efficiency of communication between faculty/staff and students through electronic mail. At the same time, email raises some issues concerning security and the identity of each individual in an email exchange.  The university encourages all official student email correspondence be sent only to a student’s U.T. Dallas email address and that faculty and staff consider email from students official only if it originates from a UTD student account. This allows the university to maintain a high degree of confidence in the identity of all individual corresponding and the security of the transmitted information.  UTD furnishes each student with a free email account that is to be used in all communication with university personnel. The Department of Information Resources at U.T. Dallas provides a method for students to have their U.T. Dallas mail forwarded to other accounts.
Withdrawal from Class
The administration of this institution has set deadlines for withdrawal of any college-level courses. These dates and times are published in that semester's course catalog. Administration procedures must be followed. It is the student's responsibility to handle withdrawal requirements from any class. In other words, I cannot drop or withdraw any student. You must do the proper paperwork to ensure that you will not receive a final grade of "F" in a course if you choose not to attend the class once you are enrolled.

Student Grievance Procedures
Procedures for student grievances are found in Title V, Rules on Student Services and Activities, of the university’s Handbook of Operating Procedures.

In attempting to resolve any student grievance regarding grades, evaluations, or other fulfillments of academic responsibility, it is the obligation of the student first to make a serious effort to resolve the matter with the instructor, supervisor, administrator, or committee with whom the grievance originates (hereafter called “the respondent”).  Individual faculty members retain primary responsibility for assigning grades and evaluations.  If the matter cannot be resolved at that level, the grievance must be submitted in writing to the respondent with a copy of the respondent’s School Dean.  If the matter is not resolved by the written response provided by the respondent, the student may submit a written appeal to the School Dean.  If the grievance is not resolved by the School Dean’s decision, the student may make a written appeal to the Dean of Graduate or Undergraduate Education, and the deal will appoint and convene an Academic Appeals Panel.  The decision of the Academic Appeals Panel is final.  The results of the academic appeals process will be distributed to all involved parties.

Copies of these rules and regulations are available to students in the Office of the Dean of Students, where staff members are available to assist students in interpreting the rules and regulations.

Incomplete Grade Policy
As per university policy, incomplete grades will be granted only for work unavoidably missed at the semester’s end and only if 70% of the course work has been completed.  An incomplete grade must be resolved within eight (8) weeks from the first day of the subsequent long semester.  If the required work to complete the course and to remove the incomplete grade is not submitted by the specified deadline, the incomplete grade is changed automatically to a grade of F.

Disability Services
The goal of Disability Services is to provide students with disabilities educational opportunities equal to those of their non-disabled peers.  Disability Services is located in room 1.610 in the Student Union.  Office hours are Monday and Thursday, 8:30 a.m. to 6:30 p.m.; Tuesday and Wednesday, 8:30 a.m. to 7:30 p.m.; and Friday, 8:30 a.m. to 5:30 p.m.

The contact information for the Office of 
Disability Services is:
The University of Texas at Dallas, SU 22
PO Box 830688
Richardson, Texas 75083-0688
(972) 883-2098 (voice or TTY)

Essentially, the law requires that colleges and universities make those reasonable adjustments necessary to eliminate discrimination on the basis of disability.  For example, it may be necessary to remove classroom prohibitions against tape recorders or animals (in the case of dog guides) for students who are blind.  Occasionally an assignment requirement may be substituted (for example, a research paper versus an oral presentation for a student who is hearing impaired).  Classes enrolled students with mobility impairments may have to be rescheduled in accessible facilities.  The college or university may need to provide special services such as registration, note-taking, or mobility assistance.

It is the student’s responsibility to notify his or her professors of the need for such an accommodation.  Disability Services provides students with letters to present to faculty members to verify that the student has a disability and needs accommodations.  Individuals requiring special accommodation should contact the professor after class or during office hours.

Religious Holy Days

The University of Texas at Dallas will excuse a student from class or other required activities for the travel to and observance of a religious holy day for a religion whose places of worship are exempt from property tax under Section 11.20, Tax Code, Texas Code Annotated.
The student is encouraged to notify the instructor or activity sponsor as soon as possible regarding the absence, preferably in advance of the assignment.  The student, so excused, will be allowed to take the exam or complete the assignment within a reasonable time after the absence: a period equal to the length of the absence, up to a maximum of one week. A student who notifies the instructor and completes any missed exam or assignment may not be penalized for the absence. A student who fails to complete the exam or assignment within the prescribed period may receive a failing grade for that exam or assignment.

If a student or an instructor disagrees about the nature of the absence [i.e., for the purpose of observing a religious holy day] or if there is similar disagreement about whether the student has been given a reasonable time to complete any missed assignments or examinations, either the student or the instructor may request a ruling from the chief executive officer of the institution, or his or her designee. The chief executive officer or designee must take into account the legislative intent of TEC 51.911(b), and the student and instructor will abide by the decision of the chief executive officer or designee.
Off-Campus Instruction and Course Activities
Off-campus, out-of-state, and foreign instruction and activities are subject to state law and University policies and procedures regarding travel and risk-related activities.  Information regarding these rules and regulations may be found at the website address given below.  Additional information is available from the office of the school dean.  (http://www.utdallas.edu/Business Affairs/Travel_Risk_Activities.htm)
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