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Recently, network traffic analysis and cyber deception have been increasingly used in various
applications to protect people, information, and systems from major cyber threats. Network
traffic fingerprinting is a traffic analysis attack which threatens web navigation privacy. It is
a set of techniques used to discover patterns from a sequence of network packets generated
while a user accesses different websites. Internet users (such as online activists or journalists)
may wish to hide their identity and online activity to protect their privacy. Typically, an
anonymity network is utilized for this purpose. These anonymity networks such as Tor
(The Onion Router) provide layers of data encryption which poses a challenge to the traffic

analysis techniques.

Traffic fingerprinting studies have employed various traffic analysis and statistical techniques
over anonymity networks. Most studies use a similar set of features including packet size,
packet direction, total count of packets, and other summaries of different packets. More-
over, various defense mechanisms have been proposed to counteract these feature selection

processes, thereby reducing prediction accuracy.

In this dissertation, we address the aforementioned challenges and present a novel method to

extract characteristics from encrypted traffic by utilizing data dependencies that occur over

vil



sequential transmissions of network packets. In addition, we explore the temporal nature of
encrypted traffic and introduce an adaptive model that considers changes in data content
over time. We not only consider traditional learning techniques for prediction, but also use
semantic vector space models (VSMs) of language where each word (packet) is represented
as a real-valued vector. We also introduce a novel defense algorithm to counter the traffic
fingerprinting attack. The defense uses sampling and mathematical optimization techniques

to morph packet sequences and destroy traffic flow dependency patterns.

Cyber deception has been shown to be a key ingredient in cyber warfare. Cyber security de-
ception is the methodology followed by an organization to lure the adversary into a controlled
and transparent environment for the purpose of protecting the organization, disinforming
the attacker, and discovering zero-day threats. We extend our traffic fingerprinting work to
the cyber deception domain and leverage recent advances in software deception to enhance
Intrusion Detection Systems by feeding back attack traces into machine learning classifiers.
We present a feature-rich attack classification approach to extract security-relevant network-

and system-level characteristics from production servers hosting enterprise web applications.
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CHAPTER 1

INTRODUCTION [ZEH

With a tremendous growth in the number of Internet users over the past decade, network traf-
fic analysis has gained significant interest in both academia and industry. Applications such
as personalized marketing [72] and traffic engineering [115, 114] have spurred the demand for
tracking online activities of users [80]. For example, by tracking the websites accessed by a
particular user, related products may be advertised. Unfortunately, online users have fallen
victim to adversaries who use such tracking mechanisms for malicious activities by passively
monitoring network traffic. As a result, encryption technologies such as SSL/TLS are used
extensively to hide data in network traffic from unauthorized access.

In addition to data encryption, end-node network identifiers (e.g., IP addresses) may also
be hidden from external adversaries using technologies such as Tor [51], to anonymize the

user.

I This chapter contains material previously published as: K. Al-Naami, S. Chandra, A. Mustafa, L. Khan,
Z. Lin, K.W. Hamlen, and B. Thuraisingham. “Adaptive encrypted traffic fingerprinting with bi-directional
dependence.” In Proceedings of the 32nd Annual Computer Security Applications Conference, pp. 177-188.
ACM, 2016. DOT: https://doi.org/10.1145/2991079.2991123. Lead author Al-Naami conducted the majority
of the research, including most of the design, implementation, and evaluation.

2This chapter contains material previously published as: (©)2015 IEEE. Portions Reprinted, with permis-
sion, from K. Al-Naami, G. Ayoade, A. Siddiqui, N. Ruozzi, L. Khan and B. Thuraisingham. “P2V: Effective
Website Fingerprinting Using Vector Space Representations.” IEEE Symposium Series on Computational
Intelligence, December 2015. Lead author Al-Naami conducted the majority of the research, including most
of the design, implementation, and evaluation.

3Some of the work presented in this chapter was performed in collaboration with L. Khan, and K.W.
Hamlen at the University of Texas at Dallas. This work is currently submitted for publication. Lead author
Al-Naami conducted the majority of the research, including most of the design, the full implementation, and
the full evaluation.

4Some of the work presented in this chapter was performed in collaboration with F. Araujo, A. Gbadebo,
A. Mustafa, L. Khan, and K.W. Hamlen at the University of Texas at Dallas. This work is currently sub-
mitted for publication. Al-Naami led the machine learning half of the research, including feature generation,
classification design, implementation, and experiments.



Recent studies [35, [137] on traffic analysis have focused on identifying characteristic pat-
terns in network traffic that reveal the behavior of an end-node, thereby de-anonymizing the
network. Essentially, pattern recognition techniques are employed over features extracted
from encrypted network traffic passively captured at the user’s end. This behavior identifi-
cation process of an end-node (i.e., either a service accessed by the user, or an application

at the user’s end involved in the network traffic) is called Traffic Fingerprinting.

1.1 Network Traffic Fingerprinting

We focus on the following two applications (illustrated in Figure whose primary goal is
to perform traffic fingerprinting to identify an end-node generating encrypted traffic. Here,
a man-in-the-middle (i.e., network administrator, ISP, government agency, etc.) captures

encrypted network traffic passively at the user’s end.

Website Fingerprinting. This application involves identifying the webpage (end-node)
accessed by a user who actively hides online activities using an anonymity network such
as Tor. Knowledge of the user’s online activities may be useful in applications such as
targeted advertisements, tracking terrorist activities, checking for DRM violations, etc. On
the contrary, it violates the user’s online privacy. Destination IP addresses obtained from
encrypted traffic in this setting cannot be used for webpage identification since they would
be encapsulated by the encryption scheme. Fingerprinting over such encrypted data for
identification of webpage (or website) is widely known as Website Fingerprinting [92]. We

denote this as WFIN.

App Fingerprinting. Unlike websites, smartphone apps access the Internet by connecting
to remote services that provide necessary data for their operation. Examples of such services
include advertisements, 3rd party libraries, and other API-based services. Applications, such

as ad relevance, network bandwidth management, and app recommendations, may require
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Figure 1.1: Hlustration of website and app fingerprinting

the knowledge of apps running on a particular device in order to improve user experience.
On the other hand, an adversarial view of such knowledge may lead to initiation of targeted
attacks [142] involving known vulnerabilities in apps. While apps do not hide the destination
IP addresses, they may access multiple overlapping destinations. For example, two apps may
access the same 3rd-party library while utilizing the service in a distinct manner. For a man-
in-the-middle observing network traffic, identifying the two apps on the same device is hard
when relying only on the IP addresses. However, the apps may have distinct network traffic
patterns useful for discrimination. We call the identification of apps on a device, using their
encrypted network traffic patterns, App Fingerprinting, denoted by AFIN.

A fundamental challenge in performing traffic fingerprinting over encrypted data is the
identification of characteristic features, which are often used in machine learning classifiers.
In particular, encrypted traffic consists of network packets that carry application data along
with other control messages depending on the communication protocol. In general, a protocol
such as TCP limits the size of each packet. Moreover, each packet incurs a finite transmission
time depending on the network path followed from its source to its destination. When a

man-in-the-middle passively captures a sequence of packets flowing at the user’s end, the



packet size, time-stamp, and direction can be observed to form a set of features. As the
goal of fingerprinting is to determine end-node patterns, one must consider a sequence of
network packets in the captured traffic generated during a communication session involving
the end-node under investigation. We call this sequence of packets a trace.

Over time, the captured network traffic may contain multiple traces associated with a
set of end-nodes with different sessions initiated by the same user. In this setting, feature
extraction is performed over each trace by combining features of each of its packets in a
suitable manner [92], [70, B35, 137, 34, 106]. Most existing techniques combine features by
assuming independence between subsequent transmissions [34], [106]. Therefore, relationship
between packets in a TCP session, occurring consecutively in opposite directions (viz., uplinks
from user to server, or downlinks from server to user), are ignored. A relationship between
these packets may exist due to control messages resulting from the current data transmission.

Another major challenge in traffic fingerprinting is the changes of behavioral patterns
in network traffic over time, due to changes in the end-node content. While traffic finger-
printing can be seen as a continuous process with a man-in-the-middle observing network
traffic perpetually, a classification model trained initially captures patterns in network traffic
available at that particular time. However, traffic patterns may evolve over time, changing
their distinguishing characteristics. Since these changes are not reflected in the classifier, its
performance degrades while classifying newer data. A recent study in WFIN observed this
temporal behavior [75]. Yet, this remains an open challenge.

In this dissertation, we introduce BIND (fingerprinting with Bl-directioNal Dependence),
a new set of features from encrypted network traffic, that incorporates feature relationships
between consecutive sets of packets in opposite directions. These features are used in con-
junction with other independent features to enrich discriminating factors of end-nodes during
pattern recognition. Furthermore, we propose a technique for adapting the classifier to tem-

poral changes in data patterns while fingerprinting over a long period of time. Our approach



continuously monitors the classifier performance on the training data. When the accuracy
drops below a predefined threshold, we replace the classifier with another one trained on the
latest data. We call this ADABIND (ADAptive fingerprinting with Bl-directioNal Depen-

dence).

1.2 Vector Space Models

In semantic vector space models (VSMs) of language, each word is represented as a real-
valued vector. These vectors can be utilized as features in a variety of natural language
processing and machine learning tasks [112), 99, T00]. The constructed word vectors exhibit
interesting semantic and syntactic regularities. For example, in word vector space, the
sentence “king to queen is as man to woman” was proven to be represented as king —
queen = man — woman [100]. There are many proposed methods for VSMs. They take a
text corpus as input and give us word vectors. Initially, a vocabulary or dictionary is built
from the training data and then based on the followed approach, the vectors are learned
for each word. Mikolov et al. [98] introduced a word to vector algorithm that focuses
on representations of words learned by neural networks. Most recently, Pennington et al.
[T12] proposed “GloVe”, a global vector log-bilinear regression model that uses global matrix
factorization and local context window methods.

Existing website fingerprinting studies focus on collecting packets from the user’s net-
work and extract statistical features which are used by machine learning techniques to predict
the destination of web pages. In this dissertation, we propose the packet to vector (P2V)
approach. We model the website fingerprinting attack using the Global Vector space rep-
resentation (GloVe) [112] as one of the most recent word vectors methods. We construct a
corpus from network packets and represent these packets as real-valued vectors. We show

how global log-bilinear regression models are appropriate to improve the website finger-



printing attack. We demonstrate how the suggested model outperforms previous website
fingerprinting works.

The intuition behind P2V is as follows. Communication between client and server is
stacked over the TCP protocol. Based on connection measures like network congestion, the
TCP protocol uses flow control mechanisms such as window size and scaling, acknowledge-
ment and sequence numbers, and others to ensure a certain understanding between client
and server. Accordingly, the number of bytes (packet lengths) and hence time of transmitted
packets in each direction are decided based on this fact. This means each packet flow affects
the subsequent packet flow. This mechanism continues until communicating parties flag to
finalize the connection. We view this understanding between client and server as a language
or dialogue between two parties.

Moreover, the GloVe model leverages statistical information by training on elements in
a word-word co-occurrence matrix. In this matrix, based on a sliding context window, each
element X;; tabulates the number of times word ¢ occurs in the context of word j. As
described above, in TCP, each packet flow affects the next packet flow. This means there
is a dependence between consecutive packet flows in a TCP connection. Hence, we build
a packet-packet co-occurrence matrix which gives us meaningful counts for each trace (or
website download).

Previous website fingerprinting studies ignored the TCP flow control packets (like the
ACK packets) as they decrease accuracy and do not provide distinguishing statistical benefits
between websites. In this work, it is the first time that the TCP flow control packets are
utilized. We show how the ACK packets are essential to build the corpus as they enrich the
vocabulary. Compared to NLP, the ACK packets may act as filter or stop words in English.
Although some applications tend to eliminate these words as they are considered noise, there
are other domains such as Author Attribution where these words are considered important as

they provide distinguishing writing styles [23]. In website fingerprinting, the ACK packets are



important as they provide accurate fingerprints for each website. In addition, as mentioned
earlier, the GloVe model depends mainly on the co-occurrences of words (context-counting).
It does not neglect stop words from the corpus. Instead, it assigns different weights for

frequent Cco-occurrences.

1.3 Cyber Deception

For many organizations, identifying unseen cyber attacks before reaching vulnerable web
servers (i.e., unpatched) has become a crucial necessity. Persistent and elaborate attacks
against corporations and government organizations have become increasingly prevalent in
recent years, posing an unprecedented threat to cyber security and the economy. In the year
of 2015, and exceeding the double of previous year’s rate, a new vulnerability was discovered
every week and more than 75% of all legitimate web sites had unpatched vulnerabilities
with almost 20% of them giving attackers full control over the vulnerable systems [129].
Unfortunately, the cost of data breaches caused by software exploits is expected to exceed
$2.1 trillion in 2019 [77].

Intrusion detection [50] is widely known as an important means of mitigating such threats.
This is based on the observation that most of the discovered damaging attacks often share
similar characteristics and traits. Examples of such traits may include steps attackers fol-
low to alter system configurations, open back doors, execute commands and files, and steal
collected information from compromised devices. When an intruder sends the initial infec-
tion, such malicious activities often leave telltale traces that can be detected even when the
exploited vulnerabilities are not known to defenders. Therefore, the challenge is to gather,
characterize, and filter these attack trails from target applications, connected devices, and
network traffic and develop a defense mechanism to accurately and effectively leverage such

traces to disrupt and block ongoing threats and prevent any future attempted exploits. Par-



ticularly, machine learning-based intrusion detection systems send alerts to admins when
detecting any deviations from normal behavior in the collected data [133].

Despite its great promise, machine learning-based intrusion detection systems capabilities
have been drastically hampered by many challenges that arise in cyber security domain. One
of the challenges is the scarcity of current, realistic, publicly available cyber attack datasets.
Another challenge is the difficulty of efficiently and accurately labeling such datasets that
are often big and complex. This data drought challenge has frustrated thorough, compre-
hensive, and timely training of machine learning-based intrusion detection systems (IDSes).
The consequence is raising the false alarm rates and increasing their tendency to attacker
adversarial evasion techniques [29, 38| [63], OS] [124].

Toward mitigating this data drought issue, we propose a novel deception-based method-
ology that enhances IDSes web data for more accurate, efficient, and more timely evolution
of IDSes to emerging attacks and attacker evasions. Deceptiveness has long been identified
as an important factor to effective cyber warfare [144]. However, its applications in IDSes
have been introduced in isolated environments where deception is secluded and separate from
the actual streams in which intrusions must be captured. For instance, the use of honeypots
to collect malicious activities is a typical application [135]. Unfortunately, these methods
have limited training values as they train IDSes to detect only malicious activities against
non-production-server honeypots, or attacks carried out by unskilled adversaries who are
unable to avoid honeypots.

To overcome these limitations, this work introduces a novel approach that leverages re-
cent software deception techniques in which deceptive attack responses are integrated into
live production server software through the use of honey-patching [21], 20]. Deployed into
live production servers, honey-patching systems respond to malicious activities by redirecting
the attacker’s connections to a perfect isolated decoy environment while providing equiva-

lent security to traditional patching systems. The purpose of isolation is to enhance IDSes



web data streams by transparently monitoring and disinforming deceived attackers. These
deception-based collected streams alleviate the data drought issue by providing machine
learning-based intrusion detection systems with relevant, current, and feature-rich data to
detect and prevent sophisticated attacks.

We show the effectiveness of this new intrusion detection system through the design and
implementation of DEEPDIG (DEcEPtion DIGging), a framework for a novel deception-
based IDSes. We evaluate our approach and show how extra information, collected via
honey-patching deceptive systems and fed back into the classifier, improve the accuracy of
IDSes tremendously. We believe the approach offers exceptional promises for future machine
learning-based intrusion detection systems through generating automatically-labeled and

rich web attack data streams.

1.4 Contributions of the dissertation

In this dissertation, we propose solutions for different challenges facing traffic analysis and

cyber security.

1.4.1 Traffic Fingerprinting Feature Engine

e We propose a new feature extraction method, called BIND, for fingerprinting en-
crypted traffic to identify an end-node. In particular, we consider relationships among

sequences of packets in opposite directions.

e We propose a method, called ADABIND, in which the machine learning classifier adapts
to the changes in behavioral patterns that occur when fingerprinting over a long period
of time. We continuously monitor classifier performance, and re-train it in an online

fashion.



e We evaluate the proposed methods over two applications, namely website fingerprinting
(WFIN) and app fingerprinting (AFIN). We perform AFIN over encrypted traffic, which
has not been explored in existing studies. Moreover, we use a variety of datasets for
both WFIN and AFIN while employing defense mechanisms to show the effectiveness

of the proposed approaches especially in the open-world settings.

1.4.2 Feature Transformation using Vector Space Models

e We propose a packet to vector (P2V) model for the website fingerprinting attack. We

build a corpus from network packets and represent these packets as real-valued vectors.

e Unlike previous website fingerprinting works, we consider the TCP ACK packets as
essential elements to build the corpus as they enrich the vocabulary and hence increase

the accuracy of the website fingerprinting attack.

e We show how P2V can remarkably increase the accuracy of website fingerprinting when

compared to previous approaches.

e We also show that our P2V technique is more immune and resilient to website finger-

printing countermeasures (defenses) than previous classifiers.

1.4.3 Traffic Fingerprinting Defense

e We introduce a novel traffic fingerprinting defense, called BIMORPHING, to thwart the
fingerprinting cyber attack. Specifically, BIMORPHING considers dependence between

consecutive sequences of packets in opposite directions.

e We propose a new defense algorithm that leverages dependency sampling and zero

latency traffic transmission.
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e We show how this defense achieves minimum bandwidth overhead through the use of

mathematical optimization techniques.

e We implement and evaluate our approach against a Tor dataset in both closed-world
and open-world scenarios and show how the proposed methodology outperforms the

state-of-the-art defense.

1.4.4 Enhancing Intrusion Detection with Cyber Deception

e We propose a new intrusion detection system that leverages advances in deception-

based techniques for attack labeling and feature extraction process.

e We show how multi-dimensional data (i.e., network and system events) collected at
decoys can support richer feature sets for attack characterization, and therefore better,
more accurate detection of malicious activities, which is resistant against attacker

evasion strategies.

e To quench data drought, we present a framework for generating realistic web data for

both benign and malicious traffic.

e We implement and evaluate our approaches on large-scale network- and system-level
events generated by a test bed built atop production web software, including the

Apache web server.

1.5 Outline of the dissertation

The rest of the dissertation is organized as follows. Chapter [2| discusses related work in
traffic analysis and cyber security. We present relevant background information and related
studies in WFIN and AFIN. We then discuss related work in Vector Space Models. Finally, we

present a literature review about traditional intrusion detection systems and cyber deception.
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Chapter |3| presents the novel feature extraction approach in details. It first discusses
BIND and ADABIND. This is followed by the empirical evaluation including datasets,
experiments, and results to show the effectiveness of the introduced approach.

Chapter (4| describes the P2V feature transformation approach. The model is then eval-
uated where we compare our results with previous traditional traffic fingerprinting studies.

Chapter [p| introduces the new defense mechanism (BIMORPHING) to prevent the fin-
gerprinting attack. We start by presenting the BIMORPHING general methodology. Next,
we discuss the new sampling technique that integrates an optimization method and a zero
delay approach to achieve minimum bandwidth overhead and zero latency. We then show
the effectiveness of the introduced defense empirically in the closed-world and open-world
settings against known attacks and defenses.

Chapter [6] outlines our cyber deception approach and presents an overview of DEEPDIG,
followed by a more detailed architecture description. Next, we show how our approach can
support accurate characterization of attacks through decoy data. Finally, we summarize the
implementation, followed by evaluation methodology and results.

Chapter[7]concludes the dissertation with possible avenues of future work and Appendix[A]

presents other research publications performed during the course of the Doctoral study.
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CHAPTER 2

LITERATURE SURVEY [EEHA

In this chapter, we present relevant existing studies in traffic analysis and intrusion detection

systems and distinguish our work from prior studies.

2.1 Network Traffic Fingerprinting

We start by giving a background about website fingerprinting (WFIN), apps fingerprinting

(AFIN), and defenses.

2.1.1 Website Fingerprinting

The online activity of a user accessing websites can be hidden using anonymity networks
such as Tor [51]. Tor provides a low latency encrypted connectivity to the Internet, while
anonymizing the connections via a process called pipeline randomization. A circuit of three

relay nodes is formed within the Tor network, composed of an entry node, an exit node, and

I This chapter contains material previously published as: K. Al-Naami, S. Chandra, A. Mustafa, L. Khan,
Z. Lin, K.W. Hamlen, and B. Thuraisingham. “Adaptive encrypted traffic fingerprinting with bi-directional
dependence.” In Proceedings of the 32nd Annual Computer Security Applications Conference, pp. 177-188.
ACM, 2016. DOT: https://doi.org/10.1145/2991079.2991123. Lead author Al-Naami conducted the majority
of the research, including most of the design, implementation, and evaluation.

2This chapter contains material previously published as: (©)2015 IEEE. Portions Reprinted, with permis-
sion, from K. Al-Naami, G. Ayoade, A. Siddiqui, N. Ruozzi, L. Khan and B. Thuraisingham. “P2V: Effective
Website Fingerprinting Using Vector Space Representations.” IEEE Symposium Series on Computational
Intelligence, December 2015. Lead author Al-Naami conducted the majority of the research, including most
of the design, implementation, and evaluation.

3Some of the work presented in this chapter was performed in collaboration with L. Khan, and K.W.
Hamlen at the University of Texas at Dallas. This work is currently submitted for publication. Lead author
Al-Naami conducted the majority of the research, including most of the design, the full implementation, and
the full evaluation.

4Some of the work presented in this chapter was performed in collaboration with F. Araujo, A. Gbadebo,
A. Mustafa, L. Khan, and K.W. Hamlen at the University of Texas at Dallas. This work is currently sub-
mitted for publication. Al-Naami led the machine learning half of the research, including feature generation,
classification design, implementation, and experiments.
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Figure 2.1: An example of Tor. A client or user connects to the Internet (server) using Tor
network. The three Tor nodes are shown. The website fingerprinting attack occurs between
the user and the Tor entry guard.

a randomly selected relay node. Circuit connections are reestablished approximately after
every 10 minutes of usage [I8]. Figure depicts the communication over Tor.
Fingerprinting under this setting is hard due to the decoupling of user request with
end-node (i.e., web server) response. Nevertheless, this challenging problem of WFIN has
gained popularity in the research community with numerous studies [92, [70], [35] 137, 34] [106]
proposing techniques to perform fingerprinting, and also to defend against it. The inductive
assumption is that each website has a unique pattern in which data is transmitted from
its server to the user’s browser. Moreover, each website content is unique. Using this
assumption, the website fingerprinting scenario, generally perceived as an attack against
user’s privacy, employs a statistical model to predict the website name associated with a given
trace. Whereas, a defense mechanism explores methodologies to reduce the effectiveness of

such models capable of performing an attack.
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Attack.

The primary form of attack is to train a classifier using traces collected from different
websites, where each trace is represented as a set of independent features. Information
present in network packets associated with each trace is summarized to form a histogram
feature vector, where the features include packet length (size) and direction (as used in [92]).
In addition, Panchenko et al. [T07] introduced a set of features extracted from a combination
of packets known as Size Markers or Bursts. A burst is a sequence of consecutive packets
transmitted along the same direction (uplink or downlink). Features such as burst sizes
are computed by summing the length of each packet within a burst. These, along with
other features such as unique packet sizes, HTML markers, and percentage of incoming and
outgoing packets, form the feature vector for a trace. Dyer et al. [57] also used bandwidth
and website upload time as features.

A recent work by Panchenko et al. [106] proposes a sampling process on aggregated
features of packets to generate overall trace features. Importantly, Cai et al. [35] obtained
high classification accuracy by selecting features that involve packet ordering, where the
cumulative sum of packet sizes at a given time in each direction is considered. This feature
set was also confirmed to provide improved classification accuracy in [I37]. It indicates
that features capturing relationships among packets in a trace are effective in distinguishing
different websites (or end-nodes). In this dissertation, we focus on extracting such capability
from traces in a novel fashion by capturing relationships between consecutive bursts in
opposite directions.

While these features are used to train a classifier, e.g. Naive Bayes [57] and Support
Vector Machine (SVM) [107], studies have identified two major settings under which website
fingerprinting can be performed. First, the user is assumed to access only a small set of
known websites. This restriction simplifies the training process since the attacker can train

a model in a supervised manner by considering traces only from those websites. This form
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of classification is known as closed-world. However, such a constraint is not valid in general
as a user can have unrestricted access to a large number of websites. In this case, training a
classifier by collecting trace samples from all websites to perform multi-class classification is
unrealistic. Therefore, an adversary is assumed to monitor access to a small set of websites
called the monitored set. The objective is to predict whether a user accesses one of these
monitored websites or not. This binary classification setting is called open-world. Wang et
al. [I37] propose a feature weighting algorithm to train a k-Nearest Neighbor (k-NN) classifier
in the open-world setting. They utilize a subset of traces from the monitored websites to learn
feature weights which are used to improve classification. In this dissertation, we evaluate our
proposed feature extraction approach on both these settings. Particularly for the open-world
case, we utilize the feature weighting method proposed in [I37] to perform a comparative
study of feature extraction techniques.

A study by Juarez et al. [75] observes and evaluates various assumptions made in previous
studies regarding WFIN. These include page load parsing by an adversary, background
noise, sequential browsing behavior of a user, and replicability due to staleness in training
data with time, among others. While recent studies [139, [64] have addressed each of these
issues by relaxing appropriate assumptions, the issue of replicability still remains an open
challenge. Wang et al. [139] attempt to address the issue of staleness in training data over
time within their A-NN model [I37] specific to open-world. They score the training data
consisting of traces based on model performance of 20 nearest neighbors. However, this
methodology cannot be generalized, i.e., it is not applicable if one uses a classifier other than
k-NN. Moreover, it is also not applicable to the closed-world setting. In this dissertation,
we introduce a generic method to update the classifier model for replicability of WFIN and

AFIN over long periods of time.
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Defense.

The topic of website fingerprinting defense has been an active area of research. Several
defenses have been proposed to resist website fingerprinting attacks. All of the defenses aim
to obfuscate the pattern of the packets of the loaded website. These defenses vary from
padding packets with extra bytes to morphing the website packet length distribution and
make it appear to come from another target distribution (i.e., a different website) [57]. In
packet padding, each packet size in the trace is increased to a certain value depending on
the padding method used.

Padding techniques come with the overhead of appending large number of bytes to pack-
ets. Therefore, several other smart padding defenses have been introduced. We describe
three of the most effective website fingerprinting defenses that we consider when evaluating

our approach later when we discuss results.

e Pad to MTU. MTU (Maximum Transmission Unit) determines the maximum size of
each packet in a communication between two ends. In a Pad to MTU defense [57], each
packet is padded to the maximum size (MTU). This technique prevents the attacker
from extracting detailed packet lengths distribution information which help machine
learning classifiers to identify webpages. There is a tradeoff, however, when using this
defense as it comes with a high cost of appending bytes to every packet of size less

than MTU.

e Direct Target Sampling (DTS). DTS was proposed by [143]. It is considered as a
distribution-based defense which makes the packet length distribution of a certain web-
site appear as coming from a different website distribution. It has an advantage over
the pre-packet padding techniques, like Pad to MTU, in that it requires less overhead
by appending less bytes depending on the distribution of the target webpage. Further-
more, as a distribution-based technique, DTS defense proves to be more effective than

the traditional packet padding.
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As an example, let’s consider two webpages S and T where S is the source and T is the
target. We derive two distributions Dg and Dr from their packet length histograms.
From Dr probabilities, we build the target Cumulative Distribution Function (C'DFr)
to sample random variables (packet lengths) for each packet in S by running a pseu-
dorandom number generator to get a number between zero and one inclusive. So for
every P; (packet of length ¢ in S) , we sample P; (a packet of length j using CDFr).
If 7 >4, we pad P; to length j and send it, otherwise, we send P; as is. We continue
random sampling from D7 until all S packets have been consumed. The result is a

new distribution Dpy.

In addition, we continue sampling from D until the L1 distance between the new
distribution Dy and the target distribution D7 is less than a predefined threshold,

which empirically was determined to be 0.3 [143].

Traffic Morphing (TM). TM [143] is similar to DTS but reduces the cost or overhead
by using Convex Optimization methods.  Wright et al. [143] introduced the cost
function as the objective function that we like to minimize. The convex optimization

parameters are probabilities in an m X m two dimensional array A where m is the

MTU in TCP/IP transmission.

Figure depicts this process. FEach column in A is a Probability Mass Function
(PMF') whose values sum up to 1. Similar to DTS, from each column’s PMF', we
generate the corresponding C'DF'. We do that in DTS, but we do it once for the target

website distribution Drp.

As an example, to morph the source website S to the target website 7', we need to learn
the parameters in A such that T'= AS. For each packet of length 7 in S, P;, we go

to the 7" column in A and run a pseudorandom number generator over its cumulative
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Figure 2.2: Traffic Morphing.

distribution function (CDF;) to sample P; (a packet of length j from 7). If j > i,
then we pad P; to length j, otherwise, we split packet P; and send. Wright et al.
[143] introduced other constraints in the convex optimization method as i < j so there

is no need to split packets from the source website as this affects the quality of some

applications like streaming data as in audio or video. The result is a new distribution

Dy.

Similar to DTS, we continue sampling from D7 until the L1 distance between Dy and

the target distribution Dy is less than 0.3.

In our study, we evaluate our approaches by applying these padding techniques to packets

while performing the closed-world settings in website fingerprinting.
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In the case of open-world setting, Dyer et al. [57] introduced a defense mechanism, called
Buffered Fixed Length Obfuscator (or BuFLQ), that not only uses packet padding, but also
modifies packet timing information by sending packets in fixed intervals. Cai et al. [34] im-
proved BuFLO and introduced a lighter defense mechanism, called Tamaraw, which considers
different time intervals for uplink and downlink packets in the open-world setting.

Wang et al. [140] proposed a one-to-one burst molding defense that fuses uni-bursts of
source and target websites. Our introduced BIMORPHING defense morphs bi-bursts using
sampling and optimization techniques for a better bandwidth overhead and zero delay packet

transmission.

2.1.2 App Fingerprinting

An increase in popularity of smartphone applications has attracted researchers to study the
issues of user privacy and data security in apps developed by third-party developers [136].
In particular, many studies have proposed methods to perform traffic analysis while a user
uses an app. Dai et al. [46] first proposed a method to identify an app by using the request-
response mechanisms of API calls found in HTTP packets. They perform Ul fuzzing on apps
whose network packets are captured using an emulator. Similarly, [102] proposes a method
to fingerprint apps using comprehensive traffic observations. These studies perform app
identification (or fingerprinting) using only HTTP traffic. Such methods cannot be applied
on HTTPS traffic since the packet content is encrypted and not readily available.

Studies on performing traffic analysis over HT'TPS app network traffic explore varied
applications including smartphone fingerprinting [128], user action identification [44] 43],
user location tracking [24], and app identification [I02]. They use packet features such as
packet length, timing information, and other statistics to build classifiers for identification

(or prediction). Note that this is similar to the WFIN setting mentioned in §2.1.1} Recently,
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a study [131] performed AFIN using both HTTP and HTTPS data. They use features such
as burst statistics and network flows. Here, a flow is a set of network packets belonging to
the same TCP session. They train a random forest classifier (ensemble of weak learners) and
a support vector machine (SVM) using features extracted from network traffic of about 110
apps from the Google play store. Evaluation of their method is similar to the closed-world
setting of WFIN, where network traffic from apps considered for training and testing the
model belong to a closed set, i.e., the user has access to only a finite known set of apps. The
method resulted in an overall accuracy of 86.9% using random forest, and 42.4% using SVM.
These results are based on a small dataset of apps which may have both HT'TP and HTTPS
traffic. Furthermore, they only show a closed-world setting. However, with a large number
of apps present on various app stores, these results may not reflect a realistic scenario of the
open-world setting in AFIN.

Similar to that of WFIN, the open-world setting in AFIN assumes that the man-in-the-
middle monitors the use of a small set of apps called the monitored set. The goal is to
determine whether a user is running an app that belongs to this set. In our evaluation,
we use our proposed technique for traffic analysis on a larger dataset of apps that only
use HTTPS for connecting to remote services. Contrary to WFIN where the network is
anonymized, apps do not use an anonymity network. However, the effect of anonymization
is similar to that of WFIN. In WFIN, anonymization results in removal of destination website
identifiers (i.e., IP address). In AFIN, apps connect to multiple remote hosts deriving remote
services from them. However, multiple apps may connect to the same host. A mere list of
hosts or IP addresses is not sufficient to deterministically identify an app. This property
effectively anonymizes such apps with respect to the network. We therefore rely on traffic
analysis to perform AFIN. In this work, we show the applicability of both closed-world and

open-world settings while utilizing the BIND feature extraction method.

21



2.2 Vector Space Models

In this section, we present relevant background regarding Vector Space Models (VSMs) that is
used in many Natural Language Processing (NLP) and Machine Learning (ML) applications.

Specifically, we explain the Global Vector for word representation model (GloVe) [112].

2.2.1 GloVe

Vector space models (VSMs) of language have proven to be very useful in many NLP and
machine learning tasks. In VSMs, each word in a corpus is represented as a real-valued
vector. These vectors can be used as features in many applications. Word to vector [9§]
and GloVe [112] are two of the most recent algorithms used for building word vectors.
Mikolov et al. [08] presented a word to vector algorithm that uses neural networks to learn
representations of words. Most recently, Pennington et al. [112] proposed Global Vectors for
Word Representations (GloVe in short). GloVe was shown by authors to outperform many
VSMs including the word to vector [98] method mentioned above. Hence, in this dissertation,

we use GloVe as one of the newest methods, to model the website fingerprinting attack.

Given a text corpus as input, GloVe builds word vectors in an unsupervised learning
manner. The basic idea is to use word statistics as the primary source of information by
examining word co-occurrences in the corpus. In a high level overview, we can summarize the
GloVe algorithm as follows. Before training the model, we first construct the word-word co-
occurrences matrix. Then considering word pairs, GloVe finds a log-bilinear regression model
that includes word vectors as parameters. Finally, using any gradient descent algorithm, the
model parameters (word vectors) are computed. We now present the GloVe algorithm in

more details.

e The Matrixz. GloVe starts off by running through the corpus once to build the global

word-word co-occurrence matrix X. Based on a sliding context window, each entry
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X;; tabulates the number of times word ¢ occurs in the context of word j. The result is
a sparse matrix with a lot of zero entries. If the corpus is large, this counting step may
be expensive. However, it is just a single pass that happens only once. The advantage
about GloVe is that it trains the model on the non-zero entries of X which makes the
training iterations much faster. Now that X is ready, we will use it in place of our

corpus.

The Model. Generally speaking, given a sample data on two variables x and v,
the equation y = fi1x + [y is considered one of the simplest linear models, where 3,
is the slope and [y represents the intercept with the y-axis. Learning the optimal
parameters [y and [; gives the best line (predictor) that ties variables z and y. One
of the techniques used is to minimize a loss or objective function by using the gradient

descent iterative algorithm.

GloVe follows a similar approach. It constructs a model for the variable X;; in the
co-occurrence matrix X. The model has parameters (word vectors) to be learned
by minimizing an objective function using a gradient descent-like algorithm. GloVe’s
concept revolves around the notion that word vector spaces have substructure that
should be considered when designing algorithms to build word vectors. Typically,
for nearest neighbor tasks, the existing similarity metrics such as Euclidean distance
(or Cosine similarity) produce a single scalar value that may not capture intricate
relationships between words. The GloVe model suggests using the vector difference
between the two word vectors as this captures more interesting and useful meanings.
The word vector learning model has been built considering the ratios of co-occurrence
probabilities between words which can be calculated directly from X. The result is the

log-bilinear regression model in Eqn. for each word pair of word ¢ and word j.
w] w; + b; + b; = log X, (2.1)
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where the d-dimensional word vectors w;,w; € R? and b;,b; are scalar bias terms
associated with words ¢ and j. The model in Eqn. constructs word vectors that are

guaranteed to retain useful information about co-occurrence of words ¢ and j.

The Objective Function. To learn the parameters w;, wj, b;, and b;, we need to
minimize an objective or cost function that considers the model in Eqn. 2.1 However,
the problem with this model is that it produces equal weights for all word-word co-
occurrences in X. As some words may co-occur rarely, their co-occurrences are noisy
and can be neglected. To eliminates the noise effect, the following weighted least

squares model is introduced.

J= F(Xi5) (w]w; + b; + b —log Xy5)*, (2.2)

\%4
— 1

14

i=1 j

where V' is the vocabulary size and f(X;;) is a weighting function to eliminate noise.
In order for f(X;;) to work as such, it should satisfy some properties. It should be non-
decreasing to deal with rare co-occurrences. Also, for large values of X;;, f(X;;) should
return 1 so frequent co-occurrences are not overweighted. The following equation shows

how f(X;;) satisfies the properties mentioned above.

%)a’ if Xij < Tmaz
f(Xij) = (2.3)

1, otherwise.

The weighting function simply returns 1 if X;; > 2,,,4,. For all other co-occurrences, a
value between 0 and 1, controlled by «, will be returned. The authors have found the

model performs best with z,,,, = 100 and o = 3/4.

Running gradient descent on Eqn. learns the values of the word vectors which can

be used as features in many NLP and machine learning tasks.
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2.3 Intrusion Detection and Cyber Deception

In this section, we survey existing approaches in Intrusion Detection and Cyber Deception.

Machine learning-based intrusion detection systems [63, 103] 86l OT], 38|, 133] detect pat-
terns that deviates from expected system behavior. Typically, they can be categorized into
host-based and network-based systems.

Detectors that are host-based find intrusions in the form of abnormal system call trace
sequences where co-occurrence of calls is key to characterizing malicious behavior. For
instance, malware behavior and privilege escalation often dominate specific system call pat-
terns [38]. Seminal work in this area has analogized intrusion detection via statistical profiling
of system events to the human immune system [61) [73]. A number of related approaches
have followed this work where histograms constructing profiles of normal behaviour have
been used [95]. Another prominent host-based method utilizes sliding window approaches
to convert system call event sequences to values used as input to classical machine learning
classification [141] [42]. More recently, long call sequences have been studied to detect attacks
buried in long execution paths [120].

Network-based intrusion detection systems use network data to detect intrusions. Typi-
cally, they are deployed at the network level to detect abnormal behaviors as results of ex-
ternal threats such as unauthorized access [29]. The area of network intrusion detection has
been intensively researched in the literature [29] 12]. Studied approaches can be categorized
into classification approaches (e.g., SVM [60], Bayesian network [83]), information-theoretic
approaches [88], and statistical techniques [84].

Network-based detectors has the capability to monitor many hosts in the organization
with relatively low costs. However, they are vulnerable to inside attacks or malicious threats
that uses encrypted traffic. Operating at the host level, host-based detectors, on the other
hand, overcome encrypted traffic issues and obfuscation methodologies [81] as they have

complete visibility of malicious system events. In this work, we introduce an approach that
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utilizes existing techniques and integrates host- and network-based detection mechanisms.
We show how this approach can offer capabilities to the intrusion detection systems that can
detect abnormal behavior and resist adversarial evasion techniques.

Another area of research is web-based malware detection that aims at detecting drive-
by-download attacks using static analysis, dynamic analysis, and machine learning tech-
niques [79, 36]. In addition, other studies focus on flow-based malware detection by extract-

ing features from proxy-logs and use machine learning [27].

2.3.1 Cyber-Deception in Intrusion Detection

Honeypots are computer security resources designed to counteract attempted threats by
attracting, detecting, and gathering malicious activities [I127]. By design, any interaction
with such resources is likely to be a malicious activity. Shadow honeypots [19] combine
the honeypots design and anomaly detection concept by providing feedback to the anomaly

prediction for a better classification.

2.3.2 Intrusion Detection Feature Generation

Feature generation and machine learning classification approaches have been extensively
studied in the literature to perform host- and network-based intrusion detection [96]. One of
the challenges that network-based detectors face is they are usually opaque to encrypted traf-
fic. Extracting features from encrypted network packets has been researched in other domains
such as traffic fingerprinting, where attackers attempt to reveal which destination websites
are visited by users (victims) for different purposes. As a consequence, users typically utilize
anonymous networks, such as The Onion Router (Tor) [I137, [14], to protect their privacy.
However, by training machine learning classifiers directly on features extracted from packet
headers only (i.e., encrypted packets), attackers can still predict websites and hence threaten

users’ privacy. Examples of such features include packet size, time, and direction, which are
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augmented in various ways to construct histogram feature vectors [92, 107, 57, 137, 14]. Other
approaches leverage natural language processing techniques via the use of vector space rep-
resentations to convert encrypted packets to word vectors for improving the fingerprinting
attack [I3]. On the other hand, from unencrypted data, host-based detectors build fea-
tures augmented from sequences of system calls [33 ©5]. In this work, we introduce a novel

classification ensemble technique that utilizes a host- and network-based hybrid model.
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CHAPTER 3

FINGERPRINTING WITH BI-DIRECTIONAL DEPENDENCH]
3.1 Approach

In this chapter, we detail the BIND approach introduced in Chapter [I| and present the

methodology to extract the BIND features, and detail the ADABIND approach [14].

3.1.1 Features

With encrypted payload of each packet in a trace, we extract features from packet headers
only. The main idea is to extract features from consecutive bursts to capture any dependen-
cies that may exist between them. As illustrated in Figure |3.1] we call the burst directed
from a user/client (or app) to server (e.g., burst a), an uplink uni-burst (or Up uni-burst),
and the burst directed from server to the user, a downlink uni-burst (or Dn uni-burst) (e.g.,
burst b). Similar to packets, a burst or uni-burst has features such as size (or length), time,
and direction. Uni-burst size is the summation of lengths of all its packets. Packet time is the
departure/arrival timestamp in the uplink/downlink direction, measured near the user-end
of the network by a man-in-the-middle. Uni-burst time is the difference between the last
packet’s timestamp and the first packet’s timestamp within a burst, i.e., the time taken to
transmit all packets of a burst in a specific direction. Here, the term burst and uni-burst are
equivalent. The name uni-burst emphasizes on the fact that features are extracted from a
single burst, as opposed to Bi-Burst which is a tuple formed by a sequence of two adjacent

uni-bursts in opposite direction (e.g., bursts b and ¢ in Figure .

IThis chapter contains material previously published as: K. Al-Naami, S. Chandra, A. Mustafa, L. Khan,
7. Lin, K.W. Hamlen, and B. Thuraisingham. “Adaptive encrypted traffic fingerprinting with bi-directional
dependence.” In Proceedings of the 32nd Annual Computer Security Applications Conference, pp. 177-188.
ACM, 2016. DOT: https://doi.org/10.1145/2991079.2991123. Lead author Al-Naami conducted the majority
of the research, including most of the design, implementation, and evaluation.
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Figure 3.1: An example illustrating BIND Features.

Bi-Burst features.

Features extracted from Bi-Bursts are as follows.

1. Dn-Up-Burst size: Dn-Up-Burst is a set of tuples formed by downlink (Dn) - uplink
(Up) consecutive bursts. Here, unique tuples are formed according to the corresponding

uni-burst lengths where each tuple forms a new feature.
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Table 3.1: Features from Packets, Uni-Bursts, and Bi-Bursts.

Category Features
Packet (Up/Dn) Packet length
Uni-Burst size
Uni-Burst (Up/Dn) Uni-Burst time *
Uni-Burst count
Bi-Burst size *
Bi-Burst time *

*new features introduced in this work

Bi-Burst (Up-Dn/Dn-Up)

2. Dn-Up-Burst time: This set of features considers unique consecutive uni-burst time

tuples between adjacent Dn uni-burst and Up uni-burst sequences.

3. Up-Dn-Burst size: Similar to Dn-Up-Burst size features, these features consider

burst length tuples of adjacent Up uni-burst and Dn uni-burst sequences.

4. Up-Dn-Burst time: Similar to Dn-Up-Burst time features, this set of features con-

siders burst time tuples formed by adjacent Up uni-burst and Dn uni-burst sequences.

In each trace, we count such unique tuples to generate a set of features. To overcome
dimensionality issues associated with burst sizes, quantization [53] is applied to group bursts

into correlation sets (e.g., based on frequency of occurrence).

Packet and Uni-Burst features. In addition to the Bi-Bursts features, we also use burst
size and burst time features. Previous studies [57] only consider total trace time as a feature,
contrary to the burst time feature we use in this dissertation. Furthermore, we also consider
the count of packets within a burst as a feature. In order to capture variations of the packet
features, we use an array of unique packet lengths as well. The set of features, termed as
BIND, are listed in Table All these features are concatenated to form a large array of
features (histograms) to be extracted from each trace. A set of multiple traces represented

in this manner forms the training and testing set.
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Summary. We first establish some notations. Let s’ and s* be the uplink packet size
and downlink packet size, respectively. Similarly, let ¢t and t* be the uplink packet time

and downlink packet time, respectively. The uni- and bi-burst features are formulated in

Equation [3.]

Up-Uni—Busrt Size = Z SZ,
Dn—Uni—Busrt Size = Z st,
Up-Uni—Busrt Count = Z 1,

Dn—Uni—Busrt Count = Z 1,

Up—Uni—Busrt Tivme = th—4! (3.1)

Dn-Uni-Busrt Time = t* —t¥

J )
Up-Dn—Bi—Busrt Size = Z SZ—I—Z SJ];,,

k=0 k=0

nt nt
Dn-Up-Bi—Busrt Size = Z st%—z st

k=0 k=0

Up-Dn-Bi-Busrt Time = (t} —t)) 4 (tF —t}),

Dn-Up-Bi—~Busrt Time = (tj —th) + (th =,
Here, n is the number of packets in a burst, ¢ is the first packet in a burst, and j is the
last packet in a given burst. Notice that bi-burst features should be in order (i.e., uplink

followed by downlink and vice versa).

Example. Figure depicts a simple trace where packet sequences between uplink and
downlink are shown. Each packet in the figure has size s in bytes and time ¢ in milliseconds.

We set time for the first packet in the trace to zero, as a reference. An example of a uni-
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burst is shown as burst a, whose size is 500, computed by adding packet sizes s = 200 and
s = 300 that form the burst. Its time is computed as 10, which is the absolute time difference
between the last packet (t = 10) and the first packet (¢ = 0) in the burst. Similarly, a Bi-
Burst example is shown as well, formed with a combination of bursts b and ¢. This is denoted
as Dn-Up-Burst. In this case, the Bi-Burst tuple using the burst size (i.e., Dn-Up-Burst size)
is represented as {DnUp_2300_400}, where 2300 is the burst size of b, and 400 is the burst
size of ¢. We count the number of such unique tuples in the trace. In this case, the count

for {DnUp_2300-400} is 1.

3.1.2 Learning

In the closed-world setting, we use the BIND features to train a support vector machine
(SVM) [45] classifier. SVM applies convex optimization and maps non-linearly separated
data to a higher dimensional linearly separated feature space. Whereas in the open-world
setting, using the BIND features, we apply the weighted k-Nearest Neighbor (k-NN) ap-
proach proposed in [137]. Feature weights are computed using traces from the monitored
set. During testing of traces with unknown class labels, these feature weights are applied.
Majority class voting among k-Nearest Neighbors is performed to predict class label of a
test trace. Additionally, we also use a Random Forest classifier in the open-world setting.
Instead of performing feature weighing, which is computationally expensive, we use a set of

weak learners to form an ensemble of decision trees (random forest).

Static Learning.

Typically, previous studies (mentioned in have focused on performing fingerprint-
ing by collecting traces for a short period of time. Classifiers are trained on traces collected
within this time period, and used to predict class labels thereafter. We refer to this type of
classifier training as static. On the contrary, WFIN and AFIN can be viewed as a continuous

process involving trace collection over a long period of time. Moreover, data collection is
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time consuming. Changes in data content transmitted between end-nodes affect patterns
captured in the model. Using a static model to predict class labels of test traces in this

situation drastically affects classification performance.

Adaptive Learning.

We now present the details of ADABIND. In this section, we show how we model en-
crypted data fingerprinting in an adaptive manner. As discussed in §3.1.2) over time, the
data patterns of the current traces may be different from the patterns in previously seen
training traces. This is known as concept drift 67, [68]. To address this challenge, the model

has to be updated (re-trained) regularly. We study the effect of re-training as follows.

Fixed update. One simple approach is to apply fixed updates to re-train the model peri-
odically. We refer to this approach as BINDFUP (BIND Fixed UPdate). BINDFUP updates
the model periodically, regardless of any concept drift that may happen. The model will
be re-trained regularly (e.g., at the end of every week) with freshly obtained training data.
There are two possible scenarios, early update and late update. In early update, BINDFUP
updates the model in a way that ensures no concept drift in data. Although this update
is more accurate and stable, it may suffer from unnecessary re-training which will add sig-
nificant overhead to the classification process. On the other hand, late update may miss

possible concept drift in data over time which affects the overall performance of the model.

Dynamic update. In this approach, as depicted in Figure [3.2] we update the model
whenever there is a drift between the current data and previously seen training data. R is a
training window that builds the model, while S'is a sliding window that probes this model for
any possible concept drift (i.e., model needs update). Algorithm |1 describes this dynamic
update mechanism. We refer to this algorithm as BINDDuUP (BIND Dynamic UPdate).
BINDDUP starts by considering a portion of data as a training window to initialize the

ADABIND model (lines |2 and [3)). Then, the subsequent instances are considered within a
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‘—initialize

______________

time
Figure 3.2: Illustration of ADABIND.
sliding window to validate the performance of this model over time (lines [ and [6)). If the
accuracy drops below a predefined threshold (line @, the initial ADABIND model becomes
obsolete (i.e., concept drift) and the training window moves (line [§)) to get new instances to
re-train and update the model (lines [J] and [L0). BINDDUP utilizes the ADABIND updated

model to test incoming new data in a continuous fashion.

3.2 Evaluation

In this section, we present the empirical results of using BIND for WFIN and AFIN, com-

paring it with other existing methods.

3.2.1 Datasets

We use two existing datasets for evaluating WFIN, one using HT'TPS and the other using
the Tor anonymity network, referred to as HTTPs and TOR respectively. These datasets
have been widely used in previous research on traffic fingerprinting. For AFIN, we collect

our own dataset from apps that use the HT'TPS protocol.
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Algorithm 1: BinpDDup
Data: Training Data: TrainX, Testing Data: TestX
Input: Training Window: R, Sliding Window: S, Threshold: T

1 begin

2 Firam  egtractFeatures( TrainX )

3 initializeModel(ADABIND, Firain)y;

4 for each S do

5 Flest « extractFeatures( TestX®);

6

7

8

9

accuracy <+ validateModel(ADABIND, Ft€st);
if accuracy < T then

move R;
Ftram « egtractFeatures( TrainX ™);
10 updateModel(ADABIND, F'rain):;
11 move S;
12 end
13 end
14 end

Website Datasets. The first dataset presented in [92], which we denote as HTTPS, was
collected while browsing websites using the HT'TPS protocol along with a proxy server to
imitate an anonymity network. The authors followed a ranking procedure to select the most
accessed websites in their school department. The second dataset is described in [I37]. This
dataset is collected by capturing packets generated from a browser connected to the Tor
anonymity network. We denote this dataset as TOR.

HTTPS consists of 1000 websites with 200 traces each. For WFIN, we evaluate the closed-
world setting by randomly picking a subset of these 1000 websites. For the open-world
setting, we randomly select 30 websites as the monitored set, and the rest as the non-
monitored one.

The other dataset (TOR) consists of two sets of traces. The first is a set of 100 websites
that have 90 traces each. These websites were selected from a list of blocked websites by
some countries. We use this for the closed-world experiments. The second set consists of
5000 websites that have one trace each. These websites were selected from Alexa’s top

websites [17]. In the open-world setting, we use the set of 100 websites as monitored, and
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Table 3.2: Statistics for Website Fingerprinting datasets in the open-world setting.

Dataset # of websites 7 of trac.es
per website

Monitored 30 70

HrTPs [92] 0 Nonitored | 070 i
- Monitored 100 90

Tor [137] Non-Monitored | 5000 1

the set of 5000 websites as non-monitored. The summarized statistics of these datasets are
provided in Table These two datasets enable us to perform an unbiased comparison of

BIND with other competing methods.

App Dataset. For AFIN, we evaluate BIND using a dataset that we collected by executing
multiple Android apps on a Samsung Galaxy S device, running Android version 4.3.1. We
randomly select about 30,000 apps from three different categories in Google Play Store. The
categories include Finance, Communication, and Social. We refer to them as APP-FIN,
Aprp-ComMmM, and APP-SOCIAL respectively. We then install and launch these apps on the
phone which is connected to the Internet via a wireless router. Each trace per app is collected
over a 30-sec period passively using a mirroring switch at the wireless router. Figure (3.3
illustrates this data collection setup. We filtered the captured traffic to contain packets
from ports 80, 8080, and 443. We then identify apps that use only HT'TPS data from the
captured traces. These traces from such apps are then used to perform the closed-world and
open-world AFIN. It is important to note that we uninstall each app as soon as we complete
capturing a trace to avoid any background noise during further trace generation.

Similar to WFIN, multiple traces of apps are required to train a classifier in the closed-
world and open-world settings. We use the APP-FIN dataset for performing the closed-world
experiments as we capture multiple traces for each app. We only capture a single trace per
app for App-CoMM and APP-SOCIAL to be used for the open-world experiments as the non-

monitored set. The dataset statistics for the open-world setting are shown in Table[3.3] Note
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Figure 3.3: Illustration of the app trace data collection process

Table 3.3: Dataset statistics for App Fingerprinting in the open-world setting.

Category # of apps #pzit;g}c)es
APp-FIN Monitored 30 20
Non-Monitored | 2238 1

Aprpr-CoMM | Non-Monitored | 1061 1
APP-SOCIAL | Non-Monitored | 1290 1

that in the closed-world setting, we only evaluate using apps from APP-FIN. In the case of

open-world, the monitored apps are considered only from APP-FIN and the non-monitored

apps are considered from all categories shown in Table [3.3]

While performing app selection for creating our dataset, we observed a few interesting
statistics that would further motivate the problem of AFIN. Figure [3.4]shows the percentage

of apps that use HT'TP and HTTPS data at launch in our initial set of 30,000 apps. Ob-
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Figure 3.4: Empirical Statistics of Android Apps

serve that most apps use HT'TP along with HT'TPS while a sizable portion of apps use only
HTTPS, for communication over the Internet. Furthermore, we obtained a list of IP ad-
dresses from HT'TPS apps in each category We found a total of 1115 unique IP addresses for
App-FIN, 820 for App-CoMM, and 900 for APP-SOCIAL. Additionally, each app connects
to 3 different IP addresses on average over the whole dataset. This clearly indicates that
the IP addresses found on HT'TPS traffic overlap across apps, and do not provide sufficient

information to identify the app generating a trace by itself.

3.2.2 Experimental Settings

Using these datasets, we perform our analysis on both closed-world and open-world settings.
For a comparative evaluation, we consider existing traffic analysis techniques developed for
WFIN. These techniques are listed in Table[3.4] The table details the features and classifiers
used for our evaluation in both Closed-world (Closed) and Open-world (Open) settings. For
brevity of representation, we term websites (in the case of WFIN) or apps (in the case of

AFIN) as entities.
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Table 3.4: Traffic Analysis Techniques used for the evaluation

Data
Analysis
Method Type

Setting Features Classifier

Uni-Burst Size & Count

VNG++ [57] | Closed Total Trace Time g;“:z
Uplink /Downlink Bytes Y
Uni-Burst Size & Count
P [107] Closed Packet Size SVM
Packet Ordering
] Optimized
OSAD [138] | Closed Cell Traces SVM

BIND features:
. Bi-Burst Size & Time
BiNbSvM Closed Uni-Burst Size, Time, & Count SVM

Packet Size

WKNN [137] Open Same features as P WﬁigNh;Ied
. BIND features: Weighted
BINDWKNN Open Same features as BINDSVM k-NN
. BIND features: Random
BINDRF Open Same features as BINDSVM Forest

*new approaches introduced in this work

Closed-world. Using BIND features, we use a support vector machine classifier (SVM)
in the closed-world setting. We refer to this approach as BINDSVM as shown in Table [3.4]
In our experiments, we use a publicly available library called LibSVM [39] with a Radial
Basis Function (RBF) kernel having the parameters Cost = 1.3 x 10° and v = 1.9 x 107°
(following recommendations in [I07]). We consider varied subsets of entities to evaluate the
feature set. Particularly, we use 16 randomly selected traces per entity (class) for training
a classifier, and 4 randomly selected traces per entity for testing. For each experiment, we

chose the number of selected (monitored) entities in {20, 40, 60, 80, 100}.

Open-world. For the open-world scenario, as discussed in §3.1.2, we use two classification
methods with the BIND features. First, we use the weighted k-NN mechanism proposed
in [137]. Specifically, we use k = 1 since it is shown to produce the best results on the TOR

dataset in [I37]. We denote this method as BINDWKNN as shown in Table 3.4, Further-
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more, we also use the Random Forest classifier with BIND features, denoted as BINDRF in
Table 3.4l We use a set of 100 weak learners to form an ensemble of decision trees. We use
the scikit-learn [I10] implementation for our evaluation. The complete set of monitored and

non-monitored traces mentioned in Tables [3.2] and 8.3 are considered for evaluation.

Evaluation Measure. The results of the closed-world evaluation are measured by comput-
ing the average accuracy of classifying the correct class for all test traces. We randomly select
traces from the corresponding dataset and repeat each experiment 10 times with different
entities and traces. Average accuracy is computed across these experiments. In the open-
world evaluation, we measure the true positive rate (TPR) and false positve rate (FPR) of
the binary classification. These are defined as follows: TPR = TPZ% and FPR = FPZ%.
Here, TP (True Positive) is the number of traces which are monitored, and predicted as
monitored by the classifier. F'P (False Positive) is the number of traces which are non-
monitored, but predicted as monitored. TN (True Negative) is the number of traces which
are non-monitored and predicted as non-monitored. F'N (False Negative) is the number of
traces which are monitored, but predicted as non-monitored. We perform a 10-fold cross
validation on each dataset, which gives randomized instance ordering.

In order to evaluate the performance of BIND against defenses discussed in §2.1.7]
we consider one of the most sophisticated and complex defenses, Traffic Morphing (TM).
Furthermore, to evaluate BIND against existing approaches, for the open-world setting on

the TOR dataset, we apply the Tamaraw defense mechanism, designed specifically for Tor,

as evaluations in [I37, 34] show that this defense performs exceptionally well against TOR.

3.2.3 Experimental Results

We use the notations given in Table[3.2]and Table[3.3]to denote the WFIN and AFIN datasets

respectively.
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Traffic Analysis.

We first perform WFIN and AFIN experiments in the closed-world setting. Here, a set of
randomly chosen entities are classified using competing methods. We vary the set size from
20 to 100. The results are presented in Table [3.5| using the HTTPS and TOR datasets for
WFIN, and the APP-FIN dataset for AFIN. In some cases, we can see BINDSVM performs
comparatively closer to or lower than the other competing methods, while outperforming
them in other cases. For example, with 80 websites considered, the average accuracy of
BINDSVM (BIND using SVM) on the HTTPS dataset is 88.4%. This is marginally greater
than 88.3% obtained from the P method. Similarly in AFIN, BIND resulted in an average
accuracy of 87.8%, compared to a marginally better accuracy of 88% resulting from the P
method. Moreover for the TOR dataset, it is not surprising that the OSAD method performs
the best in all experimental settings since it uses a distance measure that is specifically
applicable to Tor data. In the closed-world setting, most methods listed in Table use
features that overlap or hold similar information about the class label. Some features provide
better characteristic information about the class than others. When selecting the websites at
random during evaluation, each classification method outperforms the other in a few cases
depending on the data selected for training and testing. Therefore, the average accuracy
across these are marginally superior than others in most of the cases.

However, the greatest impact of using BIND features can be observed in the more realistic
open-world setting. Table [3.6| presents the results of the open-world setting for all competing
methods. Here, a high value of TPR and a low value of FPR are desired. As mentioned earlier
in this section, we use two types of classifiers while using the BIND features, i.e., BINDWKNN
and BINDRF. In the case of WFIN, it is clear that the TPR for both BINDWKNN and
BINDRF is significantly better compared to that of WKNN. For instance, consider the
result of the TORr dataset. The TPR obtained from BINDWKNN method is 90.4% and that

obtained from BINDRF is 99.8%, as compared to 89.6% of WKNN. The BINDRF method
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Table 3.5: Accuracy (in %) of the closed-world traffic analysis for website fingerprinting
(HTTPS and Tor) and app fingerprinting (App-Finance) without defenses.

Dataset HTTPS
Method | VNG++ P OSAD | BINDSVM
s [ 20 87.5 | 93.5 94.1 94.0
£ 40 83.8 [ 91.4 89.0 91.3
< | 60 85.2 | 92.3 91.0 91.6
i 30 1.6 | 883 | 877 88.4
100 82.4 | 90.3 89.2 90.0
Dataset TOR
Method | VNG++ P OSAD | BINDSVM
2 | 20 78.0 | 85.3 90.0 86.5
s 40 67.8 | 77.6 92.1 80.9
< | 60 63.7 | 77.0 86.7 79.5
:i 30 629 758 | 89.5 776
100 56.9 | 71.4 85.7 73.9
Dataset APP-FIN
Method | VNG++ P OSAD | BINDSVM
s [ 20 81.3 | 92.0 88.7 93.3
£ 40 73.6 | 88.3 85.1 87.3
< | 60 72.3 | 86.5 83.6 86.7
i 30 728 | 88.0 | 796 878
100 66.0 | 83.1 77.2 84.2

outperforms WKNN even though the WKNN method was specifically designed for high quality
results on this dataset. In terms of FPR, BINDWKNN method performs better than WKNN.

A more significant result can be observed in the open-world setting of AFIN. Both TPR
and FPR are greatly improved with the BINDWKNN and BINDRF methods on all app
fingerprinting datasets, as indicated in Table [3.6] For example, the average TPR resulting

from BINDWKNN method on the APP-FIN dataset is 78%, compared to the average TPR
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Table 3.6: TPR and FPR (in %) of open-world setting for website fingerprinting (HTTPS and
Tor) and app fingerprinting (App-Finance, App-Communication and App-Social) without

defenses.
Method

Dataset SCore NN [ BINDWKNN | BINDRF
TPR 73.0 91.0 98.2

HTTPS FPR 29.0 16.0 18.3
Tor TPR 89.6 90.4 99.8
FPR 2.1 1.9 3.4

AprpP-FIN IPR 230 s e
FPR 10.0 7.0 1.9

Aprp-COMM PR 610 i iy
FPR 5.0 2.0 0.8

App-SociaL | JTR 010 o "o
FPR 5.0 2.0 0.1

of 53% reported by the WKNN method. Similarly, the average FPR of 7% reported by
the BINDWKNN method is better than the average FPR of 10% resulting from the WKNN
method. This clearly demonstrates the effectiveness of using BIND features for traffic
analysis in AFIN as well.

Moreover, the average TPR and FPR are largely improved when using the BINDRF
method. It is important to note that while using monitored and non-monitored traces
from different categories, i.e., in the case of the App-CoMM and APP-SOCIAL datasets,
the average TPR and FPR are better when compared with the results from the App-FIN
dataset where the monitored and non-monitored sets are from the same category. Especially,
a low FPR of less than 1% is obtained on these datasets. This indicates that there exist
differentiating characteristics between apps from different categories as expected.

The open-world setting is a binary classification problem. Features extracted and the
classifier used for determining class boundary significantly impact the TPR and FPR results.

In the case of WKNN, the monitored entities are made as close as possible via an iterative

weighing mechanism. When using BIND features, we count unique bi-burst tuples. These
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Table 3.7: Accuracy (in %) of closed-world website fingerprinting on HTTPS dataset with
Traffic Morphing.

Dataset HrTTPs

Method | VNG++ | P | OSAD | BINDSVM

2 | 20 79.1 | 76.0 86.6 87.5

s 40 74.4 | 73.6 79.1 82.6

< | 60 68.4 | 68.0 74.6 79.7

i 30 612 16511 698 75.2
100 64.1 | 60.6 67.4 73.2

provide additional features to the existing feature set of uni-burst used in [137]. These
features aid the weighing mechanism by bringing out more relevant dimensions, suppressing
less relevant ones in BINDWKNN. Random forest uses decision trees that divide the feature
space effectively using the information gain measure rather than the Euclidean distance
measure used by the k-NN method. An ensemble of such classifiers typically reduces bias
and variance during training, compared to a single classifier [32]. Consequently, this classifier,

along with BIND features, shows superior performance in TPR results.

Traffic Analysis with Defenses for Website Fingerprinting.

We now consider the evaluation of BIND in an adversarial environment, specifically for
WFIN, similar to relevant studies in this area. Here, we apply a defense mechanism to trace
packets for with the aim of reducing effectiveness of a fingerprinting attack (classifier), and
study the robustness of BIND when used by an attacker against such defenses.

With defense mechanisms such as Traffic Morphing (TM) used by defenders to thwart
classifiers, the features extracted from the data play an important role while performing an
adversarial attack. Table shows the average accuracy obtained on the HTTPS dataset
when TM is applied on all websites in the closed-world setting. It is important to note that for
every experiment, we apply TM by selecting a random target website. BINDSVM performs

with significant improvement in average accuracy on all experiment settings compared to
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Table 3.8: Accuracy (in %) of closed-world website fingerprinting on Tor dataset with Traffic

Morphing.

Dataset TOR

Method | VNG++ | P | OSAD | BINDSVM

% 20 77.8 | 81.3 68.5 82.3

= 40 66.6 | 74.9 58.95 77.6

< | 60 61.0 | 70.3 51.2 72.3

i 30 587 | 67.6 | 42.6 69.9
100 65.8 | 65.8 39.3 68.7

Table 3.9: TPR and FPR (in %) in open-world setting for website fingerprinting on HTTPS

dataset with Traffic Morphing, and Tor dataset with Tamaraw.

Dataset | 8 Method

atase core WEKNN | BINDWKNN | BINDRF
TPR 74.0 82.0 98.5

HTTPS | fpp 20.0 24.0 724

o TPR 27 2.7 100.0
FPR 0.0 0.0 0.0

other competing methods. For instance, BINDSVM reports an average accuracy of 73.2%
with 100 closed-world websites. This is better than the average accuracy of 67.4% reported
by OSAD, which is the second highest accuracy in this setting.

Similarly, Table [3.8| shows the average accuracy obtained on the TOR dataset when TM
is applied on all websites. From the table, we can observe that the BINDSVM method
outperforms other methods.

In the open-world setting, we apply TM on the HTTPS dataset. The TPR and FPR
results are shown in Table [3.9] The BINDRF method reports an average TPR of 98.5%.
However, it also reports an undesirable high FPR of 72.4%. This high FPR indicates that
more false alarms are reported by this classifer. In contrast, the BINDWKNN method reports

82% average TPR, which is greater than 74% reported by the WKNN method. Moreover,

it also reports the lowest average FPR of 24% on the dataset. This shows the effectiveness
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of this defense on HTTPS dataset. It also indicates that BIND features aid the weighted
k-Nearest Neighbors algorithm to classify more accurately than merely using Uni-Burst
features.

Table 3.9 also shows the average TPR and FPR obtained on the TOR dataset when using
competing methods while applying the Tamaraw defense mechanism. In the case of methods
that use the weighted £-NN algorithm, i.e., WKNN and BINDWKNN, we obtain a low TPR
of 2.7%. This result agrees with that reported by Wang et al. [I37] who use the WKNN
method on the same dataset. Yet rather remarkably, we obtain an average TPR of 100%
and an average FPR of 0% from the BINDRF method. This highly accurate classification
is a result of a combination of BIND features and random forest classifiers, where features
of monitored websites are morphed by Tamaraw. Moreover, the morphing scheme involves
changing packet time and size values. In the BIND feature set, we consider quantized tuple
counts as features (Bi-Burst), along with other Uni-Burst features. Changing the packet
time information by a constant may not successfully destroy characteristic information in a
trace. Furthermore, the tree structure of weak learners (decision trees) in the random forest
classifier aids in a better classification as illustrated in Table[3.6] This combination provides

a perfect classification of the morphed dataset in this case.

Traffic Analysis with Defenses for App Fingerprinting.

We evaluated our proposed data analysis technique in an adversarial environment for
WFIN. A user may visit any website s/he desires using an anonymity network to protect
against surveillance from external adversaries on the network. However, this case may not be
directly applicable to AFIN. An app is typically deployed on a well-recognized app store such
as Google play. These apps typically may not provide users an ability to configure network
traffic to use a user-desired anonymity network such as Tor. They use the default network
configuration set on the host device. However, the goal of an adversary in AFIN might be to

identify vulnerable apps or malware installed on a device in order to perform attacks such
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as privilege escalation [47] targeted on the user. Therefore, we perform experiments on app
traffic when defenses such as TM are applied to reduce chances of app identification.

We assume that defenses like packet padding could be applied to app traffic and evaluate
the data analysis techniques when the padding technique of TM is used. Instead of morphing
the packet distribution of a website with another one in the case of WFIN, packet distribution
of an app is morphed to appear similar to another app. Table [3.10] shows the accuracy of
this scenario in the closed-world setting on the ApP-FIN dataset with the morphed traffic.
Similar to the results in Table 3.7 the average accuracy reported by BINDSVM method is
higher than other competing methods in most cases. Results of the open-world setting are
given in Table [3.11] Clearly, BIND performs better than other competing methods. A low
FPR with a high TPR are reported by the BINDRF method compared to WKNN. Another
important observation is that the TPR resulting from the AppP-FIN dataset is lower than
other categories. This shows that intra-category differentiating characteristic features may be
affected more than inter-category features while using morphing techniques. Overall, these
results reinforce our hypothesis that BIND methods provide good characteristic properties
from traces which can be used for better entity identification.

However, we realize that TPR is low when compared to that of the WFIN datasets in
Table[3.9) The network signature of an app is different from that of a website. Apps use the
Internet to connect to services and communicate minimal amount of data as necessary. In
contrast, browsing a website could potentially generate a larger network trace since all the
components of a website have to be downloaded to the browser. A smaller network footprint

may affect the fingerprinting process.

Execution Time.
Figure [3.5] shows the execution time for experiments in Table [3.5] on the TOR dataset,
where OSAD outperforms the other methods. The x-axis in the figure represents the number

of websites, while the y-axis represents the execution time (in seconds) in logarithmic scale
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Table 3.10: Accuracy (in %) of closed-world app fingerprinting while using Traffic Morphing.

Dataset ArrP-FIN

Method | VNG++ | P | OSAD | BINDSVM
20 71.5 | 68.3 77.6 77.0

fé 40 58.3 | 59.1 61.0 67.0

< | 60 50.2 | 51.7 56.0 59.2

| 80 44.6 | 44.8 49.3 53.8
100 42.9 | 42.1 49.2 50.4

Table 3.11: TPR and FPR (in %) of open-world app fingerprinting while using Traffic
Morphing.

Dataset Score Method
WKNN | BINDWKNN | BINDRF
APP-FIN TPR 16.0 22.0 20.5
FPR 14.0 13.0 5.1
APP-COMM TPR 41.0 46.0 66.8
FPR 7.0 5.0 4.1
APP-SOCIAL TPR 67.0 68.0 68.6
FPR 5.0 4.0 1.2

(base 10). The execution times of VNG++, P, and BINDSVM classifiers are low compared
to that of OSAD. For instance, with 60 websites, OSAD takes 2340 sec while VNG++,
P, and BINDSVM take 25, 31, and 39 sec, respectively. This shows how OSAD incurs
extra overhead which may render it impractical in some scenarios. In the case of open-world
setting, we observed that WKNN and BINDWKNN (> 30 mins) took significantly longer
time than BINDRF (< 60 secs), due to weight computations. Yet, BINDRF outperformed

BINDWKNN (or WKNN) in Table and Table on most cases.

Base Detection Rate Analysis.
In this section, for the open-world scenario, we study the effect of BIND in a more

realistic scenario which considers the probability of a client visiting a website or using an
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Figure 3.5: Running time (in seconds) for the experiments in Table , on TOR dataset.
Note that time axis is in logarithmic scale to the base 10.

app in the monitored set, referred to as prior or base rate. This has been recently raised as
a concern in the research community in WFIN [75].

The base detection rate (BDR) is the probability of a trace being actually monitored,
given that the classifier predicted (detected) it as monitored. Using the Bayes Theorem,

BDR is formulated as:

P(M) P(D|M)

POID) = By BIDIA + P(=M) POD-3)]

(3.2)

where M and D are random variables denoting the actual monitored and the detection
as monitored by the classifier, respectively. We use TPR and FPR, from Table [3.6] as
approximations of P(D|M) and P(D|-M), respectively.

Table m presents the BDR computed for the open-world classifiers. We assume P (M)

or prior is calculated as the size of the monitored set divided by the world size (the size

. : : jtored
of the monitored and non-monitored set), i.e., P(M) = |momtore|$f|l;offn‘wmtore 7- The table

shows the BDR for the different datasets.
Although BIND methods ourperform other methods, as the results in Table [3.12] indi-

cate, the numbers expose a practical concern in fingerprinting research: despite having high
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Table 3.12: Base detection rate percentages in the open-world setting.

Mothod Dataset
HrTpPs | Tor | ArP-FIN | ApP-COMM | APP-SOCIAL
WEKNN 74| 46.4 6.7 27.14 22.5
BINDWKNN 15.3 | 49.2 13.1 54.4 47.1
BINDRF 14.6 | 374 38.7 25.3 68.6

accuracy values, typical fingerprinting detection methods are rendered ineffective when con-
fronted with their staggeringly low base detection rates. This is in part due to their intrinsic
inability to eliminate false positives in operational contexts.

However, we follow a similar approach to the results of a recent study [55] in Anomaly
Detection to approximate the prior for the specific scenario of a targeted user. The study
assumes a model with a determined attacker leveraging one or more exploits of known vulner-
abilities to penetrate a typical organization’s internal network, and approximates the prior
of a directed attack to 6% (using threat statistics from 2011). Similarly, we model a targeted
user where the prior increases given other estimates. For example, consider a government
tracking a suspicious user (targeted) with a prior knowledge or estimate that increases the
probability of such user visiting certain websites or using certain apps (monitored) or carrying
out specific online activities (e.g. suspicious activities).

Figure depicts this process using TPR and FPR obtained from Table with the
TOR dataset. In this figure, we show the effect of increasing the prior, starting from 2%
which is the actual P(M). Similarly, Figure shows the effect of increasing this prior on
the same dataset while applying the Tamaraw defense, using TPR and FPR from Table [3.9]
The figures show how increasing the prior improves the BDR significantly. As our confidence

about the prior raises, the corresponding BDR increases to practical values.

20



100 | | |
WKNN ——
90 - BINDWKNN ---- -

BDR (%)

30 | | | | | | |
2 4 6 8 10 12 14 16 18
Prior Probability (%)

Figure 3.6: Increasing prior effect on BDR using the Tor dataset for open-world without
defense.
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Figure 3.7: Increasing prior effect on BDR using the Tor dataset for open-world while ap-
plying the Tamaraw defense.
Adaptive fingerprinting.

We now present the experimental results of adaptive learning (ADABIND) discussed in
§3.1.2] The experiment in Figure |3.8 shows the effect of concept drift on the model, and the

BINDDUP dynamic update (re-training) process in WFIN. Here, the z-axis represents time
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(in days) and the y-axis represents accuracy (%). We consider 20 websites from the HTTPS
dataset with a training window of 16 traces per website for training the ADABIND model
(R = 16, starting at day 1 to day 16). Then, a sliding window of 4 traces (starting at day
17) per website is considered for validating this model by testing its accuracy.

It is important to note the training and testing data are collected at different times,
under different experimental settings. As the 4-day validating window slides, if the accuracy
drops below a certain threshold (85% in this experiment), the model becomes obsolete. So,
we re-train the model at that point (i.e., at day 33, 94, 119, and 148 as shown in the figure).
This dynamic re-training mechanism improves the accuracy, resulting in values above the
assigned threshold. The average accuracy of this approach is 92.6%.

Figure|3.8 also shows how the accuracy drops to low values if no update is considered. In
this experiment, we train the model once in the beginning and use the 4-day sliding window
to validate test traces. The resulting average accuracy of this static learning method is 76%,
which illustrates the need for re-training the model to adapt for possible data drifts over
time.

In addition, Figure [3.8| shows the same experiment where we apply the BINDFUP fixed
update approach by re-training the model every 24 days instead of the dynamic update in
BinDDuUP. We use the same 4-day validating window as before. The figure shows how the
model becomes more accurate and stable. Yet, this results in an extra training overhead
due to unnecessary updates. The average accuracy of this approach is 93.3%, which is
marginally better from the average accuracy of BINDDUP (92.6%). The number of updates
in this experiment for BINDFUP is 8, which is twice as many as the number of updates in
the dynamic update approach (BINDDUP). As discussed earlier in , a classifier may
have large execution time, resulting in significantly large re-training cost. This shows the
trade-off between performance and cost of re-training the model.

To see the effect of the training window (R), Figure shows the BINDDUP dynamic

update experiments when varying the value of R in the range {4, 8,12,16,20}. If R is small,
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Figure 3.8: Adaptive Learning.

Table 3.13: Average accuracies and number of updates with different values of the training

window (R)

R 4 8 12 16 20
Average accuracy (%) | 86.6 | 89.3 | 89.9 | 92.6 | 91.7
Number of updates 10 7 5 4 2

the number of training instances may not be enough to build a good model, and may lead
to frequent updates. On the other hand, choosing large values of R incurs extra training
overhead and may cause the model to miss some drifts in data. Table[3.13|shows the average
accuracies and number of updates/re-trains for the experiments shown in Figure When
R increases, the average accuracy improves to a certain level, and then goes down. We
obtained the best results when R = 16 with a moderate number of updates (i.e., 4 re-trains).

For the previous experiments which used SVM, we observed similar conclusions for the
other datasets. We did not include them because of space limitations. In general, the

adaptive learning algorithm can be applied to any classification approach.
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Figure 3.9: Dynamic update with different values of the training window (R)

3.3 Discussion

We introduced BIND, a new feature extraction and classification method for data analysis
on encrypted network traffic with two case studies including WFIN and AFIN. We discuss
the challenges and limitations, resulting from the assumptions in our evaluation, as well as
future work.

A study in WFIN [75] describes the effects of various assumptions on the evaluation
results. Major assumptions include single-tabbed browsing or absence of other background
noise, small time gap (or freshness) in data collection between training and test set, page load
parsing, and replicability. Recent studies [I39] [64] tried to address these issues by evaluating
classifiers in conditions with relaxed assumptions. In particular, a long time gap (or staleness)
in data collection between training and testing sets can have a significant impact on classifier
accuracy. This limitation is true for the BIND approach as well since similar base features
that are affected with time, i.e., packet statistics such as length, sequence, and timing are

used. The challenge can be addressed by periodically training a new model with fresh training
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data as introduced in this dissertation using ADABIND which models fingerprinting in an

adaptive manner.
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CHAPTER 4

FINGERPRINTING USING VECTOR SPACE REPRESENTATIONY
4.1 P2V Approach

In this chapter, we present the details of our Packet to Vector (P2V) approach introduced
in Chapter (1] and explain how we utilize word vector representations to improve the website

fingerprinting attack.

4.1.1 Concept

Previous studies [57, [71], 107, 137] on website fingerprinting used features such as time taken
to load the webpage, packet size with direction of data transmission, packet order, and the
length of combined sequential packets in the same direction, called burst (for instance, see
Uplink burst in Figure . These features are extracted from a trace of network traffic
belonging to a single website. New features are then created by bucketizing the transmission
length and counting the frequencies within each bucket [107]. Therefore, each trace of a
webpage would have a large number of features. If m is the total number of features, then
each trace can be seen as an m-dimensional vector. We will see how this dimensionality issue
is to be solved by the P2V model where a low d-dimensional vector is produced and used for
classification. A class label (i.e. webpage name) is assigned to this trace.

In this work, we take a new packet to vector (P2V) [13] approach to improve this attack.
We show how we model website fingerprinting using word vector representations. More
specifically, we use the GloVe model described in §2.2.1] The GloVe model uses the context-

counting model which leverages statistical counts by training on elements in a word-word

!This chapter contains material previously published as: (©)2015 IEEE. Reprinted, with permission, from
K. Al-Naami, G. Ayoade, A. Siddiqui, N. Ruozzi, L. Khan and B. Thuraisingham. “P2V: Effective Website
Fingerprinting Using Vector Space Representations.” IEEE Symposium Series on Computational Intelligence,
December 2015. Lead author Al-Naami conducted the majority of the research, including most of the design,
implementation, and evaluation.
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co-occurrence matrix. Each element in this matrix tabulates the number of times word ¢
co-occurs in the context of word j. In the TCP protocol, each packet transmission affects the
following packet transmission. TCP uses flow control mechanisms such as window size and
scaling, ACK packets and other methods to ensure safe arrivals of packets in both directions.
This means there is a dependence between consecutive packet flows in a TCP connection.
We will shortly explain how we construct the corpus by going through packets in sequence in
order to build a packet-packet co-occurrence matrix which guarantees to give us meaningful

counts for each trace.

4.1.2 PORDs

The GloVe model takes a text corpus as input and produces a vector for each word in the
vocabulary. In website fingerprinting, as depicted in Figure 4.1, all we have is just trace
packets collected while downloading websites. We need a mechanism to translate these
packets into text tokens. We call these tokens PORDs (for Packet wORDs). PORDs are
extracted from the sequences of packets. Unlike previous studies on website fingerprinting
which ignored the ACK packets as they were considered noise, our P2V model does use
the ACK packets to generate PORDs. In the evaluation section, we show how the ACK
packets enrich the vocabulary and produce better results. For ease of analysis, we organize

generating PORDs into the following categories.

Packet Length PORDs.

For each packet, we take the packet length in bytes and construct the packet PORDs.
We consider both uplink and downlink directions. An uplink (or 7z) packet PORD with a

length [ is different than a downlink (or Rz) packet PORD with the same length [.

Uni-Burst Size PORDs.
Burst (or Uni-Burst) consists of consecutive packets in the same direction. As illustrated

in Figure 4.1}, we call the burst going from a user to a server an uplink or 7% burst and the
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burst coming from a server to a user a downlink or Rz burst. Burst size is the summation of
all of its packet sizes. We take each uni-burst size as a PORD. We also consider the direction
in this category as well. We bucketize as this gives us best results as to be shown in the

evaluation.

Uni-Burst Time PORDs.

Packet time is the departure/arrival timestamp in uplink/downlink direction. This is
measured at the client side by the eavesdropper (attacker). Burst time is the difference
between the last packet and first packet times (the time it takes the burst packets to get
transmitted/received by the client in any direction). A PORD is constructed here from each

Tx/Rx uni-burst time.

Uni-Burst Count PORDs.
Uni-Burst count is the total number of packets contributing in the burst. We take each

Tx/Rx uni-burst count as a PORD.

Bi-Burst Size PORDs.

Bi-Burst is the sequence of two adjacent bursts. As shown in Figure [£.1 Rx-Tx-Burst is
the combination of downlink and uplink consecutive bursts. We take the two sizes of each
of the two bursts as a new PORD. Direction is considered here as well. Tx-Rx-Burst size is

different than Rx-Tx-Burst size. We use bucketizing as above.
Bi-Burst Time PORDs.

This set of PORDs is similar to the Bi-Burst size PORDs approach described above but
we take the two time differences in each of the adjacent bursts.

4.1.3 POCUMENTSs

As described in §2.2.1 the primary source of information is the word co-occurrences ma-

trix. Running through words (or PORDs) in the documents, we build statistical counts of
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Figure 4.1: Sequence Diagram between Client (Tx) and Server (Rx). Packet, uni-burst and
bi-burst transmissions between two ends are illustrated.

the number of times any two words co-occur together in a context window. In §4.1.2 we
discussed how to generate PORDs. In this section, we show how to organize these PORDs
in POCUMENTS (short for Packet AOCUMENTS). The juxtaposition of the PORDs in our
POCUMENTS is important as GloVe captures useful statistics specified by that. Each trace
(webpage load) is considered as a POCUMENT.

For a single pass in each trace used to train the model, we run through packets in order
of departure/arrival from/to client side to construct the POCUMENT. For the purpose of
illustration, in Figure 4.1}, we run through packets from top to bottom and buffer all PORDs
we will use. We insert the PORDs in each POCUMENT in an order described as follows

(notice that this is the best order after trying multiple combinations).
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We first insert all Packet Length PORDs.

Second, we consider all Uni-Burst Size PORDs.

Third, Uni-Burst Time PORDs are inserted.

Then, we put all Uni-Burst Count PORD:s.

Next, we take all Bi-Burst Size PORDs.

Finally, Bi-Burst Time PORDs are considered.

We insert the above PORDs in the order of their appearances in the trace.

4.1.4 Example

We give an example to clarify our approach. Figure depicts a website trace where packet
sequences between Tx and Rx are shown. Each packet in the figure has size s in bytes and
time ¢. Time ¢ is the number of seconds since Epoch (1 January, 1970). Times shown in this
example are for illustration purposes only. We set the time for the first packet in the trace
to zero to have it as a reference. Figure shows a uni-burst example of size 500 (200 plus
300) and time difference of 10 (10 minus 0). Figure 4.2|illustrates some PORDs constructed
by the P2V model.

4.1.5 Classification

The input to GloVe is the PORPUS (for Packet cORPUS) which is a collection of POC-
UMENTS used for training the GloVe model. GloVe produces word (PORD) real-valued
vectors. Now we can use these PORD vectors as features in website fingerprinting classi-
fication. For each trace (from training set or testing set), we construct a Trace Vector by

averaging all PORD vectors in that trace. It is worth mentioning that the testing set traces
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Figure 4.2: Example of how P2V generates PORDs (Packet Words) from a trace.

are not used to train the GloVe model to avoid overfitting. Notice that the trace vector is

a fixed-length (d-dimensional) vector as every PORD is originally a d-dimensional vector.

These trace vectors are used for the regular machine learning classification task where we

classify using the naive-bayes (NB) algorithm. In our evaluation, we show how the trace

vectors improve the website fingerprinting attack.

4.2 Evaluation

4.2.1 Dataset

We use a dataset collected by Liberatore and Levine [92]. We call it the HTTPS dataset.

The traces were collected while browsing websites using HTTPS protocol. As this dataset

has been widely used in previous studies, this enables us to compare the results of our
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approach with other techniques. The traces have been collected for over two months using

2000 websites.

4.2.2 Experimental Results

We now present the results of our experiments. For each experiment, we varied the number
of selected websites between 20, 40, 60, 80, and 100. To train GloVe, we use 64 randomly
selected traces from each website to build the model. We use the P2V approach described
in to produce PORD vectors. The GloVe word vector size we use is 300. We experiment
with a context window of 8. For the gradient descent algorithm, GloVe trains the model
using AdaGrad [54]. We use an initial learning rate of 0.05.

For the machine learning classification task, we use 16 randomly selected traces per
website (class) for training the classifier, and 4 randomly selected traces per class for testing.
We generate trace vectors as described in §4.1.5] To avoid overfitting, none of the testing
set traces is used to build the GloVe model. Each experiment has been run ten times with
the websites randomly selected from the pool of websites in each run. Then the average

accuracy has been obtained.

In order to evaluate the performance of our approach, we considered three of the most
effective defense mechanisms as well as no applied defense. These defenses are (1) Pad To

MTU. (2) Direct Target Sampling. (3) Traffic Morphing.

We compare our results with state-of-the-art website fingerprinting classifiers. These
classifiers are VNG++ [57] and Panchenko [107]. There are other classifiers in the website
fingerprinting literature such as LL [92], OSAD [138] and others. However, recent studies
concluded that VNG++ and Panchenko are two of the most accurate classifiers. As indicated
in [57], VNG++ performs better than LL. Also, a recent study [101] shows that Panchenko

outperforms the OSAD classifier. VNG++ classifier uses total website upload time, uplink
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and downlink bandwidth, and uni-bursts as features. It applies the naive-bayes (NB) classi-
fier to get the prediction. Panchenko classifier uses a large collection of features like packet
order, HTML markers, uni-bursts, and others. Panchenko utilizes the support vector ma-
chine (SVM) classifier. Our P2V approach produces fixed-length trace vectors that are used
in classification. We apply our approach against the two classification methods (VNG++

and Panchenko) using naive-bayes. We use the Weka [66] implementation of these classifiers.

We now present the evaluation by running the experiments against the HT'TPS dataset.
Figure shows the average accuracy when evaluating HT'TPS with no defense considered.
The X-axis represents the number of websites where we evaluate the experiments against
20, 40, 60, 80, and 100 websites. The Y-axis represents the ten-experiment average accuracy
for each classifier including our P2V one. For example, with 20 websites, the accuracies for
VNG++, Panchenko, and P2V are 87.75, 92.6, and 96.1 respectively. Our approach proves
to perform well even with large number of classes where it achieves accuracies above 90 %.

VNG++ does not perform well even when there is no defense applied.

On the other hand, applying defense techniques to the transmitted packets changes the
characteristics of the website traffic distribution. This makes classification harder and more

sophisticated methods should be used to extract the right patterns.

This concept is clearly illustrated in Figure [£.3b] We can see the overall accuracies drop
for all classifiers, including P2V, in this figure as compared to Figure where there is no
defense applied. Pad to MTU defense pads each packet to the maximum size (MTU) which
is 1500 bytes. This defense is less used in practice as it incurs more overhead. When every
packet is padded to 1500 bytes, the vocabulary for the P2V model is not rich and hence
the statistics will not build an accurate model. More training data and possibly a more

sophisticated model may be required to handle this padding case.
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Figure 4.3: No Defense and Pad To MTU - HTTPS data: VNG 4+ Panchenko,
P2V.

To show that our approach resists advanced distribution-based defenses, we run the
experiments with Direct Target Sampling and Traffic Morphing. Figures [f.4a] and show
the HT'TPS dataset results when considering these distribution-based defenses. The figures
show the superior performance of the P2V model over the other methods. In DTS, for
example, when running the experiments with 60 randomly selected websites, the accuracy
for P2V is 71.5% while for VNG++ and Panchenko, the accuracies are 57.88% and 57.9%

respectively.

As discussed throughout the dissertation, the fact that packet flows in the TCP protocol
affect subsequent packet flows helps construct meaningful statistics in the co-occurrence
matrix which is the primary source of information to the GloVe model. P2V produces
trace vectors that capture the characteristics of the website even though the defender tries
to disguise the network packets actual distribution. We notice that Panchenko classifier
preforms worse than previous experiments in Figures and This may be due to the
fact that some features used in Panchenko classifier such as HI'ML Markers do not capture

the actual characteristics of morphed packets. When comparing DTS and TM in Figures
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Figure 4.4: Direct Target Sampling and Traffic Morphing - HT'TPS data: VNG++
Panchenko, P2V.

and [£.4D] we can see that DTS defense is better than TM as it fools the attacker’s classifiers
and causes the accuracy to be less. There is a trade-off though. DTS incurs more overhead
as it generates more bytes to be padded. In contrast, TM uses convex optimization to lower

this cost.

4.2.3 Model Analysis

Figure shows the effect of varying context size, vector length, and initial learning rate.
We run these experiments when no defense is applied. Varying the context size does not
improve the results significantly as compared to the other two parameters, vector length and
initial learning rate. Small vector lengths result in low-dimensional trace vectors that do not
help the machine learning classifier much. On the contrary, large initial learning rates give
extremely bad results. This is because the gradient descent algorithm does not learn the

word vectors well which will make the P2V model produce bad trace vectors.
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Figure 4.5: P2V Model Analysis - HT'TPS data - No defense.

4.3 Discussion

Website fingerprinting is the ability for the attackers to identify the websites accessed by
users. Attackers may be tyrannical governments who try to suppress freedom. However,
attackers may be organizations or even governments who try to track malicious activities.
Defenders such as Tor anonymity network apply countermeasures (or defenses) to hinder the

attackers ability to threaten web navigation privacy.
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Previous studies on website fingerprinting used features such as packet size with direction
of data transmission, the length of combined sequential packets in the same direction, called
burst, and time taken to load the webpage. These features are extracted from a trace of
network traffic belonging to a single website. Moreover, previous studies assumed indepen-
dence between features extracted. In this work, we model the website fingerprinting attack
using GloVe (a word vector representation model). Communication between ends is stacked
over the TCP protocol. TCP uses flow control mechanism to ensure certain understanding
between client and server. We view this understanding as a dialogue between two ends. In
TCP, each packet flow affects the subsequent packet flow. This means there is a dependence
between consecutive packet flows. We use this fact to build a packet-packet co-occurrence
matrix which is the main source of information used by the GloVe model.

Figure shows the effect of fewer vocabulary (PORDs) with DTS and TM defenses.
(1) uses Packet Length, Uni-Burst Size, and Uni-Burst Time PORDs only. (2) uses Packet
Length, Uni-Burst Size, Uni-Burst Time, Uni-Burst Count, and Bi-Burst Size PORDs. It is
clear from the results how enriching the vocabulary improves the P2V classifier. (3) uses the
same PORDs as in (2) but with the ACK packets included. We can see how the ACK packets
improve the P2V model. These packets can be viewed as filter or stop words in NLP where
they are considered crucial for some tasks like Author Attribution as they retain signatures
of author style [23]. Furthermore, GloVe uses the context-counting approach where the
stop words are considered with a weighting function that limits the effect of frequent co-
occurrences. This is the first time study which considers the ACK packets in the website

fingerprinting attack design.
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CHAPTER 5

BI-DIRECTIONAL BURSTING DISTORTION DEFENSH]
5.1 Approach Overview

As discussed in Chapter [3| the BIND model is shown to be a powerful website fingerprinting
attack even with the presence of defenses that try to disguise packet sequences and make
a source website distribution look like it is coming from a different target website distribu-
tion. In this section, we introduce a new approach, called BIMORPHING, as a novel defense
against website fingerprinting attacks. We show how BIMORPHING can defend BIND and

outperform the state-of-the-art methods.

5.2 Methodology

In order to defeat traffic fingerprinting attacks, it is not adequate to morph the packet se-
quences by just using size padding techniques or even more sophisticated time delay methods.
As mentioned in Chapter [3| the bursting nature of website traffic makes it easy to classify a
website even when such defenses are applied. In addition, website fingerprinting attacks that
leverage bi-directional bursting characteristics have been shown to be effective website fin-
gerprinting attacks even with the presence of defenses that try to disguise packet sequences
and make a source website distribution look like it is coming from a different target website
distribution.

In this section, we introduce a new approach, called BIMORPHING, as a novel defense
against website fingerprinting attacks. The proposed defense morphs the bi-bursting patterns

(uplink to downlink or downlink to uplink) and makes sure there is no time delay to the

'The work presented in this chapter was performed in collaboration with L. Khan, and K.W. Hamlen at
the University of Texas at Dallas. This work is currently submitted for publication. Lead author Al-Naami
conducted the majority of the research, including most of the design, the full implementation, and the full
evaluation.
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Figure 5.1: BIMORPHING Example

actual packets exchanged between client and server. Figure [5.1| presents an example of
morphing two bursts (uplink and downlink). For the uplink burst, BIMORPHING samples
and injects a dummy packet in the gap between the first and second real packets without
any delay (i.e., the first two packets in the uplink burst get transmitted on time). Similarly,
for the downlink burst, the approach samples and sends two dummy packets in gaps of real
packets.

As attackers exploit the bi-bursting size and time nature of encrypted packet sequences

to extract useful features, to counteract such attacks, we implement a defense mechanism
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Figure 5.2: BIMORPHING Architecture

that hides these characteristics by applying bi-burst sampling techniques to a source website
and make it appear as coming from a target website.

BIMORPHING’s architecture, depicted in Figure 5.2, embodies this approach through the
use of optimization and double sampling techniques. The architecture shows the two phases
of BIMORPHING. The initialization phase (top half) is responsible for building distributions
that will be used in the double sampling phase (bottom half). The architecture will be
explained in detail in the following sections.

BIMORPHING consists of three main components, bi-bursting count sampling, an opti-
mization technique to lower the padding overhead, and bi-bursting inter-arrival time (IAT)

sampling. We now explain the three components in detail.
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5.2.1 Bi-bursting count sampling

As discussed earlier in this section, an effective defense should change the bi-bursting na-
ture of a website as bi-directional dependence between consecutive bursts reveal charac-
teristics about traffic. Toward this end, the first component of our BIMORPHING defense
morphs bursts taking into consideration the dependence nature between uplink-downlink and
downlink-uplink bursts. BIMORPHING is a distribution-based defense with the objective of
morphing bi-burst patterns such that these bi-bursts appear to come from a pre-determined

target distribution.

Count Distribution Matrices. First we define some notations that we use in our figures
(such as Figure and throughout the chapter. Let s and ¢ be the source and target
websites, respectively. Let X' = [x1, 9, ...,2,] € N™*" be the uplink-downlink (up-dn) or
downlink-uplink (dn-up) bi-burst co-occurrence matrix built from the target website, where
T; = [T15, @24, .., Tmi] T 18 & column vector and each entry z;; tabulates the number of times
a burst of count ¢ (i.e., the number of packets) in a specific direction is followed by a burst
of count 7 in the opposite direction. Similarly, X* is the bi-burst co-occurrence matrix built
from the source website. In this work, every individual packet is padded to the maximum
transmission unit (MTU).

As depicted in Figure from X* and X*, BIMORPHING starts by building matrices
of probability distributions D* and D! over bi-directional bursting counts from s and ¢,
respectively. D™ is the uplink-downlink distribution matrix while D*! is the downlink-uplink
distribution matrix. For instance, as depicted in Figure [5.3, D™t = [dI*, dl¥, ... dI¥] is an
m X n matrix that denotes the target uplink-donwlink distribution where n is the number
of all possible uplink burst packet counts and m is the number of all possible downlink burst

dTit dNt

packet counts. The column vector d/* = [dI¥ dl¥', ... d'*1T

ceey W

represents the probability mass
function (pmf) of the uplink burst count ¢ with all possible downlink burst packet counts

(i.e., 1 to m). We build similar distribution matrices for the opposite direction of the target
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Figure 5.3: Bi-Burst Count Sampling

website (i.e., D) as well as for the source website (i.e., D™ and D¥¥). The distributions
are shown in Figure [5.2] Notice that, we don’t show the arrows in Figure [5.2 for simplicity
but for each case, we generate distributions for both directions (uplink to downlink and

downlink to uplilnk).

Bi-Burst Count Sampling. In BIMORPHING, we start by sending the first burst from the
source website s as is. Then, for each burst of count i from s, we sample a burst of count j
from the ¢’s distribution matrix D' depending on the previous burst. The sampling process
is illustrated in Figure p.3] As an example, let b5 be the current source downlink burst with

count 7. As this is a downlink burst, we sample based on the previous burst direction (i.e.,
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uplink) and count (i.e., we sample from the column vector d;ﬁ assuming the previous uplink
burst has k packets). Form this pmf, we build its corresponding Cumulative Distribution
Function (CDF) and uniformally sample a burst. Let b} be the sampled burst with count j.
If j > i, we add (j —1i) fake packets to the original burst from s and send. Otherwise, we send
the original burst and continue sampling until all source bursts are consumed. We interleave
these fake packets with the original real packets from s using an algorithm that ensures zero
delay for the original real packets as will be explained shortly. Finally, if the total number
of bursts in target is larger than the total number of bursts in source, we add the extra

target bursts to the source. This ensures that small website patterns are not revealed to the

attacker.

5.2.2 Learning Optimal Target Co-occurrence Distribution

The bi-bursting sampling proposed above may introduce a sampling bias in the target dis-
tribution. This bias comes from the fact that most of the bi-burst packet counts are small.
Hence, this leads to a sampling bias towards these small bursts which may result in a misrep-
resentation of the target in the new generated distribution. In addition, adding fake packets
during sampling may incur a high overhead to the bandwidth. Toward dealing with these
two challenges (sampling bias and bandwidth overhead), we propose a balancing solution
through the use of mathematical optimization as depicted in Figure 5.2l BIMORPHING in-
troduces two objective functions, one for the uplink-downlink distributions (Hy;) and the
other one for the downlink-uplink distributions (H}+). Equation shows the objective

function minimizing Hy,.

min  Hy = Y py flay) [wi (b5 — [5])], (5.1)

Here, n and m are the number of all possible uplink burst counts and all possible downlink

burst counts, respectively. p;; is the probability from the pmf of the source website while z;;
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is the number of times an uplink burst of count i is followed by a downlink burst of count
j in the target co-occurrence matrix X*. Equation explains f(x;;) which is the same
weighting function introduced in [112] with the same model parameters (i.e., 4, = 100 and
a =3/4). f(x;;) is a weighting function designed to eliminate noise between co-occurrences
of consecutive words (bi-bursts in our case). It deals with rare co-occurrences as well as

frequent co-occurrences of bi-bursts.

(;L)a’ if Tij < Tmax
f(ziy) = (5.2)

1, otherwise.

The weights w's are the parameters to learn. The overhead to be minimized is (|b5] — |b7])
which denotes burst count difference between target and source. After learning the optimal
w's, we recalculate X* using the Hadamard entrywise matrix product X! = X* o W where
Tij = Tij Wij.

The partial derivative of Equation with respect to each weight w;; is as follows.

OH, oo Olwsy (18] — ()]

G =P ) 2 sy (] = 18] s

OH

Sy Flaig) 2 [y (1951 = 165D) (951 = 1)) (5.3)
ij

OH ,

8wz =2 py flziy) (0] - 161)% wy

Accordingly, each iteration in gradient descent modifies each parameter w;; as follows.

OHy,

Wij = Wij — 7 - ow.
ij

(5.4)

where 7 is the step size. Equation [5.5| shows the downlink-uplink objective function mini-
mizing H 4 which is similar to the one in Equation with flipping the directions of uplink

and downlink and observing the downlink-uplink distribution values. Similarly, the partial
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derivative of H 4 with respect to w;; is similar to Equation but with the values coming

form the downlink-uplink distributions.

n m
. 2
min Hyp= % py flai) [ (0] = [6])] (5.5)
€ i=1 j=1
This optimization technique ensures that co-occurring bi-bursts are not weighed equally
(i.e., frequent co-occurrences are not overweighed and noisy rare co-occurrences do not carry
more than deserving weights). It also minimizes the overhead of sampling from the target

distribution which is crucial for any efficient defense mechanism.

5.2.3 Bi-burst Inter-arrival Time (IAT) Sampling

Although the above sampling methodology achieves the purpose of bi-burst morphing, a main
drawback is that fake packets incur a time delay overhead as they are sent with original real
packets. This leads to a delay to the actual traffic exchanged between client and server.
To tackle this issue, we introduce a zero delay algorithm that is a modified and simplified
version of the Adaptive Padding algorithm introduced in [119, [76]. The algorithm sends fake
packets in gaps of real packets without delaying the actual traffic. Our approach combines
bi-burst count sampling and bi-burst time sampling together which not only hides trace size
characteristics but also disguises timing leaks that may be used by attackers to accurately

fingerprint websites.

IAT Distribution Matrices. The departure/arrival (uplink/downlink) time difference
between observations of two consecutive packets is the inter-arrival time (IAT). We first
start by building the TAT distributions from the target website ¢. In a similar fashion to the
bi-burst count distributions, the approach builds two inter-arrival time (IAT) distributions
from bi-bursts, one for uplink-downlink (A™) and the other for downlink-uplink (A™).
For the uplink-downlink case, A™ = [al* al* .. al¥] € R™*" denotes the target uplink-

donwlink IAT distributions where n is the number of all possible uplink burst packet counts
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and m is the number of all possible downlink inter-arrival times. The column vector a*" =

t At ¢
jaii’, ay)", o an]”

s U

represents the probability mass function of the uplink burst count ¢ with
all possible next-burst downlink inter-arrival times (i.e., 1 to m). As before, we build a
similar matrix of the opposite direction for the target website ¢ (i.e., A¥*). These matrices

are shown in Figure [5.2]

Bi-Burst IAT Sampling. Bi-burst IAT sampling runs simultaneously with bi-burst count
sampling introduced above (double sampling) to ensure sending fake packets in gaps between
real packets without delaying the actual traffic. The process is shown in Figure [5.2, When-
ever a real packet is ready to be sent, and depending on the previous burst direction and
count, BIMORPHING samples an inter-arrival time from the corresponding distribution. For
example, if the source current burst is a downlink burst b;, we sample based on the previous
burst direction which is uplink (i.e., we sample an inter-arrival time from the column vector

a?t assuming the previous burst has a count of k packets). Similarly, if the current burst is

uplink, we sample from the previous downlink burst’s pmf, i.e., atﬁ.

5.2.4 Zero Delay Packet Interleaving

As mentioned earlier, the BIMORPHING defense runs bi-burst count sampling and bi-burst
IAT sampling concurrently. The algorithm is depicted in Figure using a finite state
machine. Let’s assume bi-burst count sampling gives us a pool of f fake packets to interleave
with real burst packets (sample f from D™ as coming from a downlink current burst, b+).
Whenever a real packet is ready to be sent, BIMORPHING sends it without delay (send(p)),
samples a new inter-arrival time, and starts a timer r (sample r from A™). If r expires
before another real packet comes, then BIMORPHING sends a fake (dummy) packet (send(d))
from the pool f and starts over by resampling another inter-arrival time. If a real packet
arrives before r expires, we send the real packet (without sending any fake packets) and

resample an inter-arrival time.
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send(p) rexpires & f 1= 0: send(d), f--

next burst sample f sample r

next burst H
next burst H

sample f sample r
rexpires & fl= 0: send(d), f--

start

Figure 5.4: Finite state machine to illustrate the BIMORPHING algorithm. send(p) denotes
sending a real packet instantly. send(d) denotes sending a dummy packet. f is the bi-burst
count sampling pool. r is the countdown timer after sampling the bi-burst IAT. fin refers
to end of trace. extra denotes sending extra bursts from target if any.

The process continues until all current burst (uplink or downlink) real packets have been
sent. If the pool f is not exhausted yet at the end of the current burst, we continue sending
these residuals using the IAT sampling process until receiving a packet from the other party
(next burst). We continue a similar process with the next burst. At the end of trace (fin),
we send extra tail bursts from target if the total number of bursts of target is greater than

the total number of bursts in source (extra).

5.3 Evaluation

In this section, we demonstrate the effectiveness of the proposed traffic fingerprinting defense.
We evaluate BIMORPHING against a Tor dataset (denoted as TOR) using the methodology
described in §5.2l We examine the closed-world and open-world scenarios when no defense

is applied and when there is a defense mechanism.
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Table 5.1: The TOR dataset

Dataset # of websites 7 of trac.es Closed-world | Open-world
per website
. | Monitored 100 90 v v
Tonr [137 Non-Monitored | 5000 1 X v

5.3.1 Dataset and Experimental Setup

The TOR dataset we use to validate our approach with was collected by capturing encrypted
packets generated from a browser connected to the Tor anonymity network. The dataset is
described in detail in [I37]. As described in Table [5.1] the dataset consists of two groups of
collections. The first one is a group of 100 websites with 90 traces (page loads) each. These
websites were collected from a list of blocked websites by three censoring countries. We use
these 100 websites for the closed-world experiments. The second collection consists of 5000
websites where each website has one trace. These websites were selected from the Amazon
Alexa’s top websites [I7]. In the open-world setting, we consider the first group of 100
websites as the monitored set and the second group of 5000 website and the non-monitored

set.

Closed-world. We use the BIND attack explained in Chapter [3| to evaluate our defense.
BIND uses a support vector machine classifier (SVM). In our experiments, we use a publicly
available library called LibSVM [39] with a Radial Basis Function (RBF) kernel having the
parameters Cost = 1.3 x 10° and v = 1.9 x 107® [107]. We consider the first collection of
websites for evaluating BIMORPHING, i.e., the 100 blocked websites with 90 traces each. We
perform a 10-fold cross validation for training and testing the classifier. The results of the
closed-world evaluation are measured by computing the average accuracy of classifying the

correct class for all test traces.

Open-world. We use the monitored set (100 websites with 90 traces each) and the non-

monitored set (5000 websites with one trace each) for the open-world scenario. We use the
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SVM classifier with the same parameters used for the closed-world case. We apply a 10-fold
cross validation as well. Furthermore, as the open-world scenario is a binary classification
problem (monitored or non-monitored), we measure the true positive rate (TPR) and false

positve rate (FPR). These are defined as follows: TPR = TPZ% and FPR = FPZ%. Here,
TP (True Positive) is the number of traces which are monitored, and predicted as monitored
by the classifier. FP (False Positive) is the number of traces which are non-monitored,
but predicted as monitored. T'N (True Negative) is the number of traces which are non-

monitored and predicted as non-monitored. F'N (False Negative) is the number of traces

which are monitored, but predicted as non-monitored.

Optimization. For learning the optimal target bi-burst co-occurrence weights explained in
§5.2.2, we use the gradient descent algorithm. The number of iterations we use is 100 with
the step size v = 0.001. We initialize the values of each parameter w;; to one. As mentioned
in §5.2.2) the optimal learned weights are then used to recalculate the distributions of the
target website to correct any sampling bias to frequent bi-burst counts and ensure minimum

bi-burst sampling overhead.

Comparison. In order to evaluate the performance of BIMORPHING, we consider running
it against the BIND attack and show how it decreases the accuracy. We also compare the
BIMORPHING defense against the most recent state-of-the-art defense (BURSTMOLDING)
introduced in [140]. BURSTMOLDING morphs individual bursts of a source website to look
like the target website bursts. Unlike our approach, BURSTMOLDING is a one-to-one burst
molding defense that merges uni-bursts of source and target websites by taking the maximum
burst count of each source burst and its correspondent target burst, in order. Unfortunately,
BURSTMOLDING does not implement any approach to ensure zero delay of traffic trans-
mission. Our defense BIMORPHING not only modifies individual bursts, but also considers
the dependency between bi-bursts and uses optimized sampling techniques with zero delay

traffic transmission.
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Table 5.2: BIND attack accuracy (%) in the closed-world setting against normal and mor-
phed TOR data

BIND Attack
Method Accuracy (%)
No Defense 80.04
BURSTMOLDING Defense 27.74
BIMORPHING Defense 15.57

5.3.2 Results

Using the TOR dataset, we evaluate the BIMORPHING approach in the closed-world and
open-world settings. We show the results when no morphing is applied (normal traffic) and

compare them to the morphed data (when packets are morphed).

BiMorphing in Closed-world. We use the first collection of the TOR dataset for the
closed-world experiments with 9000 instances (100 websites with 90 traces each). We get the
average accuracy over a 10-fold cross validation using the SVM classifier for this multi-class
problem. Table presents the results. The table shows the results for the original and
defended (morphed) data. As shown in the table, the accuracy of the normal data is 80.04%
classifying the 100 websites. When defenses are applied to traffic, the accuracy drops to
27.74% and 15.57% for BURSTMOLDING and BIMORPHING, respectively. This shows the
effectiveness of the proposed BIMORPHING defense which considers a zero delay optimized bi-
burst sampling technique. Not only does BIMORPHING disguise the bi-directional bursting
patterns via the bi-burst count sampling, but it also protects against the inter-packet arrival

time leak through the IAT sampling technique.

BiMorphing in Open-world. For evaluating BIMORPHING in the open-world scenario,
we use the whole TOR dataset. The monitored set consists of the 9000 instances of the 100
blocked websites in the first collection while the non-monitored set consists of the second
collection websites (i.e., 5000 websites with one instance each). The classification becomes

a binary classification problem with each monitored website as a positive point and each
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Table 5.3: BIND attack accuracy (%) in the open-world setting against normal and morphed
Tor data

BIND Attack
Method TPR (%) | FPR (%) | #TP | #FP
No Defense 99.80 3.40 8982 170
BURSTMOLDING Defense 92.72 17.86 8345 893
BIMORPHING Defense 88.33 29.26 7950 | 1463

non-monitored website as a negative point. Similar to the closed-world setting, we use a
10-fold cross validation with the difference that we measure the true positive rate (TPR)
and the false positive rate (FPR). The results are illustrated in Table [5.3] The table shows
the results when no defense is considered as well as when applying the defenses techniques.
An effective defense must decrease the classifier TPR while increasing its FPR value. The
TPR value dropped from 99.80% (no defense) to competitive values of 92.72% and 88.33%
for the BURSTMOLDING and BIMORPHING defenses, respectively. In addition, we see that
FPR of each defense increases significantly when applying the defenses with the highest value
achieved by BIMORPHING. Along with the TPR and FPR ratios, the table also shows the

number of true and false positive instances classified by each approach.

Defense Overhead. Surely, morphing burst sequences by adding packets comes with an
inevitable bandwidth overhead. An effective defense algorithm must minimize this overhead
while achieving the desired goal of hiding the characteristics of the destination website. BI-
MORPHING uses an optimization technique to get the bandwidth overhead to its lowest.
On the other hand, if not dealt with properly by the algorithm, morphing can come with a
possible time delay to the actual traffic. In reality, unlike bandwidth overhead, any delay
overhead becomes a concern in low-latency networks like Tor. Most of the existing traffic fin-
gerprinting defenses are imperfect when dealing with delay overhead. As discussed in §5.2.3]
BIMORPHING introduces a zero delay algorithm that sends the extra sampled packets in

gaps of real packets in a way that ensures real packets arrive on time.
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Table 5.4: Bandwidth and delay overhead with the BIND attack against defenses

BIND Attack
Defense BW Overhead (%) | Delay Overhead
BURSTMOLDING 86.90 Yes
BIMORPHING 56.40 No

In this section, we show the bandwidth and delay overhead. We see in Table [5.4|that BI-
MORPHING achieves a lower bandwidth (BW) overhead than the other competing algorithm
(BURSTMOLDING). Figure presents the trade-off between the BIMORPHING defense
effectiveness and bandwidth overhead. For the delay overhead, BIMORPHING scores a zero
delay overhead to the actual traffic whereas BURSTMOLDING can not avoid it. The over-
head measure shown in this section does not consider the extra burst traffic sent after the
real traffic gets transmitted. This is because when the last packet gets exchanged, control
messages between client and server flag end of real data. The following data is full dummy

and need not be considered in the measurements.

Comparison to other approaches. In our experiments, we evaluated BIMORPHING
against latest website fingerprinting studies (attack and defense). Specifically, we chose the
BIND attack as it leverages bi-directional bursting and our defense utilizes the same concept
as well (i.e., bi-directional sampling). However, we observed similar behavior of the proposed
approach when running it against other attacks and defenses. For instance, we applied the
10-fold cross validation approach on the 100 monitored websites using CUMUL [106] and
P-SVM [107] attacks. When using CUMUL, BIMORPHING decreased the accuracy from
59.04% (no defense) to 3.05%. For the P-SVM attack, the accuracy dropped from 79.72%
in the case of no defense to 11.79% when applying BIMORPHING. We also compared our
defense to Traffic Morphing (TM) as it is an optimized sampling defense. Running the BIND
attack against TM defense resulted in an accuracy of 68.7% whereas BIMORPHING took the

accuracy down to 15.57%.
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Figure 5.5: Accuracy and bandwidth overhead

Pool of target websites. BIMORPHING deforms the bursting nature of a source website
by making its distribution resemble a predetermined target distribution (i.e., one target
website). In this experiment, we morph the source website to resemble a pool of target
websites. We do that by increasing the number of target websites and derive the distributions
and run the optimization explained in against the combined co-occurrence matrices. The
results are presented in Figure [5.6] Apparently, increasing the number of target websites
results in affecting the defense negatively (i.e., attack accuracy gets higher). For instance,
having a pool of two target websites results in an accuracy of 39.01% while a ten-target-

website pool increases the accuracy to 44.97%.

5.4 Discussion

Methodology. In this work, we proposed BIMORPHING, a new defense to thwart the
traffic fingerprinting passive attack. Ome of the challenges that any defense mechanism
faces is the design of an effective defense that prevents attackers from extracting knowledge

from encrypted traffic taking into account minimizing the bandwidth and time overhead.
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BIMORPHING introduces bi-directional dependence size and time sampling with optimization
that ensures the lowest bandwidth overhead possible. The defense achieves a zero delay
packet transmission as it sends the extra dummy packets in gaps of real packets that get to

be sent without any delay.

Target Distributions. In order for the algorithm to achieve its best, and as the approach
leverages sampling from target distributions, the choice of target should be made carefully.
On the one hand, the bi-burst co-occurrence distributions may become sparse if the target
does not have large sequences. This definitely affects the overall performance of the algo-
rithm. On the other hand, if one chooses a target that has very large sequences, the approach
may result in a higher-than-desired bandwidth overhead. Thus, there is a trade-off between

the two cases.
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CHAPTER 6

CYBER-DECEPTIVE FINGERPRINTING]]

6.1 Approach Overview

This chapter presents the cyber-deceptive intrusion detection system (IDSes) introduced in
Chapter [1} We first outline practical limitations of traditional machine learning techniques
for intrusion detection, motivating our research. We then overview our approach DEEPDIG

for automatic attack labeling and feature extraction via honey-patching.

6.1.1 Intrusion Detection Obstacles

Machine learning-based intrusion detection systems discover deviations from expected pat-
terns, with the basic assumption that malicious activities exhibit properties that are abnor-
mal relative to legitimate usage of a system [50]. Typically, these systems utilize machine
learning algorithms (e.g., information theory [89], neural networks [147], clustering [118], or
genetic algorithms [121]) to train a model of normal activity and to discover non-conforming
patterns, such as in network packets, system calls, and application logs. This is called
anomaly-based intrusion detection.

In spite of the rising use of machine learning in intrusion detection systems, its success
in real environments has been hindered by specific challenges that arise in the cyber security
domain. Indeed, machine learning algorithms perform better at discovering similarities than
at identifying previously unseen instances (i.e., outliers). As benign, non-malicious data
is usually more plentiful than realistic, current attack data, many approaches are trained
almost solely from the former, necessitating an almost perfect model of normality for any

efficient classification [124].

IThe work presented in this chapter was performed in collaboration with F. Araujo, A. Gbadebo, A.
Mustafa, L. Khan, and K.W. Hamlen at the University of Texas at Dallas. This work is currently submit-
ted for publication. Al-Naami led the machine learning half of the research, including feature generation,
classification design, implementation, and experiments.
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Another challenge is Feature generation [30] which is commonly difficult in intrusion de-
tection context as security-related features are often not known by defenders in advance.
Feature generation or extraction is the process of deriving informative, non-redundant sta-
tistical information from raw data to improve the accuracy and performance of the detection
model. Selecting proper features to discover possible threats (e.g., features that generate the
most distinguishing intrusion patterns) often creates a bottleneck in designing effective clas-
sifiers, since it requires extensive empirical evaluation. Particularly, identifying attack traces
among collected traces for constructing realistic, unbiased training sets is challenging. Cur-
rent approaches usually require human expert interventions to do manual analysis [38] 29].
This severely decreases model evolution and update capabilities to enhance the model with
new threats and to cope with attacker evasion techniques.

Analysis of encrypted data (encrypted packets) poses a third challenge. Generally, en-
cryption is utilized to prevent unauthorized access to sensitive data transmitted through
network links or stored in file systems. However, since existing network-based detectors
typically discard encrypted traffic, their efficacy is greatly reduced by the widespread use of
encryption technologies [63]. Unfortunately, adversaries benefit from encrypting their mali-
cious payloads, making it harder for standard classification strategies to distinguish attacks
from normal activity.

Another obstacle is generating high false alarms (false positive rates) which is another
challenge to the machine learning-based detectors [108]. Raising too many alarms causes
intrusion detection systems to become inefficient in most cases, as real attacks are often lost
among the many false alarms. Typically, effective intrusion detection systems necessitates
very low false alarm rates [25]. It is therefore critical that new strategies for intrusion
detection meet the requirement of reducing the rate of false alarms.

In this work, we address all of the aforementioned challenges through the exploration

and development of a novel and accurate intrusion detection system (called DEEPDIG).
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DEEPDIG incorporates information from different layers of the software stack by extending
machine learning-based intrusion detection with the capability to effectively and accurately
detect malicious threats bound to the application layer. The new system automatically
and continuously extracts security-relevant features for attack detection, affording detection

approaches a lightweight and inexpensive tool.

6.1.2 Deception-Enhanced Threat Data Digging

To overcome the limitations of existing intrusion detection systems, we introduce DEEPDIG
as a new methodology to enhance machine learning-based intrusion detection. DEEPDIG
utilizes threat data sourced from honey-patched applications (discussed below). Figure
shows the approach overview. Unlike traditional anomaly-based detection approaches, DEEP-
DiG incrementally builds a model of benign and malicious data based on audit streams and
attack traces collected from honey-patched web servers. This augments the detection clas-
sifiers with security-related feature generation abilities not attainable by typical network
intrusion detectors.

These capabilities are transparently integrated into the framework, requiring no addi-
tional developer efforts (apart from routine patching) to convert the target application into
a potent feature extractor for intrusion detection. Since traces extracted from decoys are
always contexts of true malicious activity, this results in an effortless labeling of the data
and supports the generation of higher-accuracy detection models.

Honey-patches add a layer of deception to confound exploits of known (patchable) vul-
nerabilities. Previously unknown (i.e., zero-day) exploits can also be mitigated through IDS
cooperation with the honey-patches. For example, a honey-patch that collects identifying
information about a particular adversary seeking to exploit a known vulnerability can convey
that collected information to train a classifier, which can then potentially identify the same
adversary seeking to exploit a previously unknown vulnerability. This enables training intru-

sion detection models that capture features of the attack payload, and not just features of the
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Figure 6.1: DEEPDIG approach overview

actual exploitation of the vulnerability, thus more closely approximating the true invariant
of an attack.

To facilitate such learning, our approach classifies sessions as malicious, not merely the
individual packets, commands, or bytes within sessions that comprise each attack. For
example, observing a two-phase attack consisting of (1) exploitation of a honey-patched
vulnerability, followed by (2) injection of previously unseen shellcode might train DEEPDIG
to recognize the shellcode. Subsequent attacks that exploit an unpatched zero-day to inject
the same (or similar) shellcode can then be recognized by DEEPDIG even if the zero-day
exploit is not immediately recognized as malicious. Conventional, non-deceptive patches
often miss such learning opportunities by terminating the initial attack at the point of
exploit, before the shellcode can be observed.

Our central insight is that software security patches can be repurposed in an IDS setting
as automated, application-level feature extractors. The maintenance of these extractors is
crowd-sourced: the collective expertise of the entire software development community cre-
ates new feature extractors for free as it develops software security patches. Honey-patching
transduces that collective expertise into a highly accurate, rapidly co-evolving feature extrac-
tion module for an IDS. The extractor can effortlessly detect previously unseen payloads that
exploit known vulnerabilities at the application layer, which can be prohibitively difficult to

detect by a strictly network-level IDS.
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Figure 6.2: Overview of honey-patching

By living inside web servers that offer legitimate services, our deception-enhanced IDS
can target attackers who use one payload for reconnaissance but reserve another for their
final attacks. The facility of honey-patches to deceive such attackers into divulging the latter
is useful for training the IDS to identify the final attack payload, which can reveal attacker
strategies and goals not discernible from the reconnaissance payload alone. The defender’s
ability to thwart these and future attacks therefore derives from a synergy between the
application-level feature extractor and the network-level intrusion detector to derive a more

complete model of attacker behavior.

Honey-patching [21], depicted in Figure adds deceptiveness to software security patches.
In response to malicious inputs, honey-patched applications clone the attacker session onto a
confined, ephemeral, decoy environment, which behaves henceforth as an unpatched, vulnera-
ble version of the software. The decoy is a vulnerable replica of the victim process, optionally
laced with disinformation [20]. This effectively augments the live server with an embedded
honeypot that waylays, monitors, and disinforms criminals. Deceptive honey-patching capa-
bilities thereby constitute an advanced, active defense technique that can impede, confound,

and misdirect adversaries, significantly raising attacker uncertainty.
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Figure 6.3: DEEPDIG system architecture overview
6.2 Architecture

DEEPDIG’s architecture, depicted in Figure [6.3] embodies this approach by leveraging
application-level threat data gathered from attacker sessions misdirected to decoys. Within
this framework, developers use honey-patches to misdirect attackers to decoys that auto-
matically collect and label monitored attack data. The intrusion detector consists of an
attack modeling component that incrementally updates the anomaly model data generated
by honey-patched servers, and an attack detection component that uses this model to flag

anomalous activities in the monitored perimeter.

6.2.1 Monitoring & Threat Data Collection

The decoys into which attacker sessions are forked are managed as a pool of continuously
monitored Linux containers. Each container follows the life cycle depicted in Figure [6.4.
Upon attack detection, the honey-patching mechanism acquires the first available container
from the pool. The acquired container holds an attacker session until (1) the session is
deliberately closed by the attacker, (2) the connection’s keep-alive timeout expires, (3) the
ephemeral container crashes, or (4) a session timeout is reached. The last two conditions
are common outcomes of successful exploits. In any of these cases, the container is released

back to the pool and undergoes a recycling process before becoming available again.

91



After decoy release, the container monitoring component extracts the session trace (de-
limited by the acquire and release timestamps), labels it, and stores the trace outside the
decoy for subsequent feature extraction. Decoys only host attack sessions, so precisely col-
lecting and labeling their traces (at both the network and OS level) is effortless.

DEEPDIG distinguishes between three separate input data streams: (1) the audit stream,
collected at the target honey-patched server, (2) attack traces, collected at decoys, and
(3) the monitoring stream, the actual test stream collected from regular servers. Each of
these streams contains network packets and operating system events captured at each server
environment. To minimize performance impact, we used two powerful and highly efficient
software monitors: sysdig (to track system calls and modifications made to the file system),
and tepdump (to monitor ingress and egress of network packets). Specifically, monitored
data is stored outside the decoy environments to avoid possible tampering with the collected

data.

6.2.2 Attack Modeling & Detection

Using the continuous audit stream and incoming attack traces as labeled input data, DEEP-

Dic incrementally builds a machine learning model that captures legitimate and malicious
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Figure 6.4: Decoy lifecycle and attack traces collection
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behavior. The raw training set (composed of both audit stream and attack traces) is piped
into a feature extraction component that selects relevant, non-redundant features (see
and outputs feature vectors—audit data and attack data—that are grouped and queued for
subsequent model update. Since the initial data streams are labeled and have been prepro-
cessed, feature extraction becomes very efficient and can be performed automatically. This
process repeats periodically according to an administrator-specified policy. Finally, the at-
tack detection module uses the most recently constructed attack model to detect malicious

activity in the run-time monitoring data.

6.3 Attack Detection

To assess our framework’s ability to enhance intrusion detection data streams, we have de-
signed and implemented two feature set models: (1) Bi-Di detects anomalies in security-
relevant network streams, and (2) N-Gram finds anomalies in system call traces. The
model Bi-Di is similar to BIND (discussed in Chapter [3)) with minor modifications and

the terms will be used interchangeably.

6.3.1 Network Packet Analysis

Bi-Di (Bi-Directional) is a packet-level network behavior analysis approach that extracts
features from sequences of packets and bursts—consecutive packets oriented to the same
direction (wiz., uplinks from client to server, or downlinks from server to client). It uses
distributions from individual burst sequences (uni-bursts) and sequences of two adjacent
bursts (bi-bursts). To be robust against encrypted payloads, we limit feature extraction to
packet headers.

Network packets flow between client (7z) and server (Rz). Bi-Di constructs histograms
using features extracted from packet lengths and directions. To overcome dimensionality

issues associated with burst sizes, bucketization is applied to group bursts into correlation
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Table 6.1: Packet, uni-burst, and bi-burst features

Category Features
Packet (Tx/Rx) Packet length

Uni-Burst (Tx/Rx) Uni-Burst size
Uni-Burst time
Uni-Burst count
Bi-Burst (Tx-Rx/Rx-Tx) Bi-Burst size
Bi-Burst time

sets (e.g., based on frequency of occurrence). Table summarizes the features used in
our approach. It highlights new features proposed for uni- and bi-bursts as well as features

proposed in prior works [13, 57, 107, 137].

Uni-burst features include burst size, time, and count—i.e., the sum of the sizes of all
packets in the burst, the amount of time for the entire burst to be transmitted, and the num-
ber of packets it contains, respectively. Taking direction into consideration, one histogram

for each is generated.

Bi-burst features include time and size attributes of Tz-Ra-bursts and Ra-Tx-bursts. Each
is comprised of a consecutive pair of downlink and uplink bursts. The size and time of each
are the sum of the sizes of the constituent bursts, and the sum of the times of the constituent
bursts, respectively.

Bi-bursts capture dependencies between consecutive packet flows in a TCP connection.
Based on connection characteristics, such as network congestion, the TCP protocol applies
flow control mechanisms (e.g., window size and scaling, acknowledgement, sequence numbers)
to ensure a level of consistency between Tx and Rx. This influences the size and time of
transmitted packets in each direction. Each packet flow (uplink and downlink) thereby affects

the next flow or burst until communicating parties finalize the connection.
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6.3.2 System Call Analysis

The monitored data also includes system streams comprising a collection of OS events,
where each event contains multiple fields including event type (e.g., open, read, select),
process name, and direction. Our prototype implementation was developed for Linux x86_64
systems, which exhibit about 314 distinct possible system call events. DEEPDIG builds
histograms from these system calls using N-Gram—a system-level approach that extracts
features from contiguous sequences of system calls.

There are four feature types: Uni-events are system calls, and can be classified as enter
or exit events. Bi-events are sequences of two consecutive events, where system calls in each
bi-event constitute features. Similarly, tri- and quad-events are sequences of three and four
consecutive events (respectively).

Bi-Di and N-Gram differ in feature granularity; the former uses coarser-grained bursting

while the latter uses only individual system call co-occurrences.

6.3.3 Classification

Bi-Di and N-Gram both use SVM for classification. Using a convex optimization approach
and mapping non-linearly separated data to a higher dimensional linearly separated feature
space, SVM separates positive (attack) and negative (benign) training instances by a hyper-
plane with the maximum gap possible. Prediction labels are assigned based on which side

of the hyperplane each monitoring/testing instance belongs.

Ens-SVM. Bi-Di and N-Gram can be combined to obtain a better predictive model. A
naive approach concatenates features extracted by Bi-Di and N-Gram into a single feature
vector and uses it as input to the classification algorithm. However, this approach has
the drawback of introducing normalization issues. Alternatively, ensemble methods combine

multiple classifiers to obtain a better classification outcome via majority voting techniques.
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Algorithm 2: Ens-SVM
Data: training data: TrainX, testing data: TestX
Result: a predicted label L7 for each testing instance Z
1 begin
2 B « updateModel(Bi-Di, TrainX);
3 N < updateModel(N-Gram, TrainX );
4 for each T € TestX do
5 Ly < label(B,T);
6
7
8
9

Ly + label(N,T);

if ﬁB == ﬁN then
‘ ﬁz — ﬁ]B;

else

L1 < label (arg max confidence(c,T), I);

10
ce{B,N}

11 end

12 end

13 end

For our purposes, we use an ensemble, Ens-SVM , which classifies new input data by weighing
the classification outcomes of Bi-Di and N-Gram based on their individual accuracy indexes.

Algorithm 2| describes the voting approach for Ens-SVM. For each instance in the mon-
itoring stream, if both Bi-Di and N-Gram agree on the predictive label (line , Ens-SVM
takes the common classification as output (line . Otherwise, if the classifiers disagree,
Ens-SVM takes the prediction with the highest SVM confidence (line [10). Confidence is
rated using Platt scaling [I13], which uses the following sigmoid-like function to compute
the classification confidence:

1

1+exp(Af(z) + B) (6.1)

Py =1|z) =

where y is the label, z is the testing vector, f(z) is the SVM output, and A and B are scalar
parameters learned using Maximum Likelihood Estimation (MLE). This yields a probability

measure of how much a classifier is confident about assigning a label to a testing point.
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6.4 Implementation

We developed an implementation of DEEPDIG for 64-bit Linux (kernel 3.19). It consists of
two main components: the monitoring controller and the attack detection component. The
monitoring controller provides the server monitoring and attack trace extraction capabilities
from decoys. It consists of about 150 lines of JavaScript code, and leverages tcpdump,
editcap, and sysdig for network and system call tracing and preprocessing. The attack
detection component is implemented as two Python modules: The feature extraction module,
comprising about 1200 lines of code [IT1] for data preprocessing and feature generation; and
the classifier component, comprising 230 lines of code that references the Weka [66] wrapper
for LIBSVM [39]. The source-code modifications required to honey-patch vulnerabilities in
Apache HTTP, Bash, PHP, and OpenSSL consist of a mere 35 lines of C code added or
changed in the original server code, showing that the required deceptive capabilities can be

added to production-level web services with very little effort.

6.5 Evaluation

This section demonstrates the practical advantages and feasibility of the deception-enhanced
intrusion detection capabilities of DEEPDIG. First, we present our approach for generating
realistic web traffic to emulate normal and malicious user behavior, which we harness to
automatically generate training and test datasets for our experiments. Then, we discuss our
experimental setup and investigate the effects of different attack classes and varying numbers
of attack instances on the predictive power and accuracy of the intrusion detection. Finally,
we assess the performance impact of the deception monitoring scheme that captures network
packets and system events.

All experiments were performed on a 16-core host with 24 GB RAM running 64-bit
Ubuntu 14.04 (Trusty Tahr). Regular and honey-patched servers were deployed as LXC

containers [93] running atop the host using the official LXC Ubuntu template.
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Figure 6.5: Web traffic generation and testing harness

6.5.1 Web Traffic Generation

To evaluate our approach, we built a web traffic generator and testing harness. Figure (6.5
shows an overview of our traffic generation framework, inspired by prior work [31]. Tt streams
realistic encrypted legitimate and malicious workloads onto a honey-patched web server,
resulting in labeled audit streams and attack traces (collected at decoys) for training set

generation.

Legitimate data generation. Normal traffic is created by automating complex user actions
on a typical web application, leveraging Selenium to automate user interaction with a web
browser (e.g., clicking buttons, filling out forms, navigating a web page). We generated
web traffic for 12 different user activities (each repeated 200 times), including web page
browsing, e-commerce website navigation, blog posting, and interacting with a social media
web application. The setup included a CGI web application and a PHP-based Wordpress
application hosted on a monitored Apache web server. To enrich the set of user activities, the
Wordpress application was extended with Buddypress and Woocommerce plugins for social
media and e-commerce web activities, respectively.

To create realistic interactions with the web applications, our framework feeds from online
data sources, such as the BBC text corpus, online text generators for personally identifiable

information (e.g., usernames, passwords), and product names to populate web forms. To
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ensure diversity, we statistically sampled the data sources to obtain user input values and
dynamically generated web content. For example, blog title and body is statistically sampled
from the BBC text corpus, while product names are picked from the product names data

source.

Attack data generation. As shown in Table attack traffic is generated based on real
vulnerabilities. For this evaluation, we selected 16 exploits for eight well-advertised, high-
severity vulnerabilities. These include CVE-2014-0160 (Heartbleed), CVE-2014-6271 (Shell-
shock), CVE-2012-1823 (improper handling of query strings by PHP in CGI mode), CVE-
2011-3368 (improper URL validation), CVE-2014-0224 (Change Cipher specification attack),
CVE2010-0740 (Malformed TLS record), CVE-2010-1452 (Apache mod_cache vulnerabilty),
and CVE-2016-7054 (Buffer overflow in openssl with support for ChaCha20-Poly1305 cipher
suite). In addition, nine attack variants exploiting CVE-2014-6271 (Shellshock) were cre-
ated to carry out different malicious activities (i.e., different attack payloads), such as leaking
password files and invoking bash shells on the remote web server. These vulnerabilities are
important as attack vectors because they range from sensitive data exfiltration to complete
control and remote code execution. To emulate realistic attack traffic, we interleaved attacks

and normal traffic following the strategy of Wind Tunnel [31].

Dataset. The traffic generator was deployed on a separate host to avoid interference with
the test bed server. To account for operational and environmental differences, our frame-
work simulated different workload profiles (according to time of day), against various target
configurations (including different background processes and server workloads), and network
settings, such as TCP congestion controls. In total, we generated 12 GB of (uncompressed)
network packets and system events over a period of three weeks. After feature extraction,
the training data comprised 1200 normal instances and 1600 attack instances. Monitoring
or testing data consisted of 2800 normal and attack instances gathered at unpatched web

servers, where the distribution of normal and attack instances varies per experiment.
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Table 6.2: Summary of attack workload

#  Attack Type Description Software

1 CVE-2014-0160 Information leak Openssl

2 CVE-2012-1823 System remote hijack PHP

3 CVE-2011-3368 Port scanning Apache
4-10 CVE-2014-6271 System hijack (7 variants) Bash

11  CVE-2014-6271 Remote Password file read Bash

12 CVE-2014-6271 Remote root directory read Bash

13 CVE-2014-0224 Session hijack and information leak Openssl
14 CVE-2010-0740 DoS via NULL pointer dereference  Openssl
15  CVE-2010-1452 DoS via request that lacks a path Apache
16  CVE-2016-7054 DoS via heap buffer overflow Openssl

6.5.2 Experimental Results

Using this dataset, we trained the classifiers presented in and assessed their individual
performance against test streams containing both normal and attack workloads. In the
experiments, we measured the true positive rate (fpr) where true positive represents the
number of actual attack instances that are classified as attacks, false positive rate (fpr)
where false positive represents the number of actual benign instances classified as attacks,
accuracy (acc), and Fy score of the classifier, where the F; score is interpreted as the weighted

average of the precision and recall, reaching its best value at 1 and worst at 0. An RBF

kernel with Cost = 1.3 x 10° and v = 1.9 x 107¢ was used for SVM [107].

Detection accuracy. To evaluate the accuracy of intrusion detection, we verified each
classifier after incrementally training it with increasing numbers of attack classes. Each
class consists of 100 distinct variants of a single exploit, as described in §6.5.1) and an
n-class model is one trained with up to n attack classes. For example, a 3-class model is
trained with 300 instances from 3 different attack classes. In each run, the classifier is trained
with 1200 normal instances and 100 x n attack instances where n € [1,16] attack classes.
In addition, in each run, we execute ten experiments where the attacks are shuffled in a
cross-validation-like fashion and the average is reported. This ensures training is not biased

toward any specific attacks.
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Figure 6.6: DEEPDIG classification accuracies for 0-16 attack classes for (a)—(b) training
and testing on decoy data, (¢)—(d) training on decoy data and testing on unpatched server
data, and (e)—(f) training on regular-patched server data and testing on unpatched server
data.

Testing on decoy data. The first experiment measures the accuracy of each classifier against a
test set composed of 1200 normal instances and 1600 uniformly distributed attack instances
gathered at decoys. Figure [6.6[a)—(b) presents the results, which serve as a preliminary

(sanity) check that the classifiers can accurately detect attack instances resembling the ones
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comprised in their initial training set. The attack instances used to train the classifiers were

sourced from decoys.

Testing on unpatched server data. The second experiment also measures each classifier’s
accuracy, but this time the test set was derived from monitoring streams collected at regular,
unpatched servers, and having a uniform distribution of attacks. Figure [6.6]c)—(d) shows
the results, which indicate that the detection models of each classifier generalize beyond
data collected in decoys. This is critical because it demonstrates the classifier’s ability to
detect previously unseen attack variants. DEEPDIG thus enables administrators to add an
additional level of protection to their entire network, including hosts that cannot be promptly
patched, via the adoption of a honey-patching methodology. The attack instances used to
train the classifiers were sourced from decoys.

The results also show that as the number of training attack classes increases—which are
proportional to the number of vulnerabilities honey-patched—a steep improvement in the
true positive rate of both classifiers is observed, reaching an average tpr of above 92% for
the compounded Ens-SVM, while average false positive rate in all experiments remained
below 0.01%. This demonstrates the positive impact of the feature-enhancing capabilities of

deceptive application-level attack responses like honey-patching.

Training without deceptive-enhanced data. To compare DEEPDIG against analogous, stan-
dard IDSes that do not employ deception, we trained each classifier on data collected from
non-deceptive, regular-patched servers, and tested them on the unpatched server data, us-
ing the same set of attacks. Figure[6.6|e)—(f) shows the results, which outline the inherent
challenges of traditional intrusion detection models on obfuscated, unlabeled attack traces.
Unlike honey-patches, which capture and label traces containing patterns of successful at-
tacks, conventional security patches yield traces of failed attack attempts, making them unfit

to reveal patterns of attacks against unpatched systems.
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These results highlight a key advantage of our approach: it enables timely evolution of
intrusion detection models via run-time labeling of attack data streams. They also demon-
strate that our framework is impervious to network encryption and obfuscation techniques.
Although widespread, standard middleboxes and IDS products that rely on TLS/HTTPS
interception techniques for retaining visibility of network traffic pose a real threat to or-
ganizations by introducing severe vulnerabilities and reducing connection security [48, 56].
By leveraging application-level traps as automated feature extractors for intrusion detec-
tion, DEEPDIG overcomes many of the practical challenges associated with the analysis of

encrypted traffic.

Baseline evaluation. This experiment compares the accuracy of our detection approach
to the accuracy of an unsupervised outlier detection strategy, which is commonly employed
in typical intrusion detection scenarios [38], where labeling attack data is not feasible or
prohibitively expensive. For this purpose, we implemented two One-class SVM classifiers,
OneSVM-Bi-Di with a polynomial kernel and v = 0.1 and OneSVM-N-Gram with a linear
kernel and v = 0.001, using Bi-Di and N-Gram models for feature extraction, respectively.
We fine tuned the One-class SVM parameters and performed a systematic grid search for
the kernel and v to get the best results.

One-class SVM uses an unsupervised approach, where the classifier trains on one class
and predicts whether a test instance belongs to that class, thereby detecting outliers—test
instances outside the class. To perform this experiment, we incrementally trained each
classifier with an increasing number of normal instances, and tested the classifiers after
each iteration against the same unpatched server test set used in the previous experiments.
The results presented in Fig. [6.7[(a)—(b) highlight critical limitations of conventional outlier
intrusion detection systems: reduced predictive power, lower tolerance to noise in the training

set, and higher false positive rates.
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Figure 6.7: Baseline evaluations: (a)-(b) OneSVM-Bi-Di and OneSVM-N-Gram, and (c)-
(d) VNG++ and Panchenko (cf. Fig. [6.6(c)—(d)). Resistance to attack evasion: (e)—(f)
DEEPDIG accuracy when training the classifier with increasingly large proportions (0-100%)
of morphed packets.

In contrast, our supervised approach overcomes such disadvantages by automatically
streaming onto the classifiers labeled security-relevant features, without any human inter-
vention. This is possible because honey-patches identify security-relevant events at the point

where such events are created, and not as a separate, post-mortem manual analysis of traces.
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Figure 6.8: False positive rates for various training set sizes

Comparison to previous approaches. This experiment extends our baseline assess-
ment to previous supervised approaches on encrypted network traffic. Towards this end,
we adapted two state-of-the-art supervised approaches [57, [107], which are widely used in
the literature on encrypted traffic analysis [82]. Figure [6.7(c)—(d) shows the results for
VNG++ [57] and Panchenko (P) [107], which underscore perennial challenges encountered

in this domain: reduced detection accuracy and high incidence of false alarms.

False alarms. To evaluate the fpr-reducing effects of DEEPDIG, we trained each classifier
with data sets containing 1-30 normal/attack instances per class in 30 incremental training
iterations. We tested each classifier after every iteration step and plotted the results in
Figure . Observe that with just a few attack instances (=~ 5 per attack class), the false
positive rates dropped to close to zero percent, demonstrating DEEPDIG’s continuous feeding

back of attack samples into classifiers greatly reduces false alarms.
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6.5.3 Base Detection Analysis

In this section we measure the success of DEEPDIG in detecting intrusions in the realistic
scenario where attacks are a small fraction of the interactions. Although risk-level attribution
for cyber attacks is difficult to quantify in general, we use the results of a recent study [55] to
approximate the probability of attack occurrence for the specific scenario of targeted attacks
against business and commercial organizations. The study’s model assumes a determined
attacker leveraging one or more exploits of known vulnerabilities to penetrate a typical
organization’s internal network, and approximates the prior of a directed attack to P4 = 1%
(using threat statistics from 2011).

In a similar way that we used in §3.2.3] to estimate the success of intrusion detection, we
use a base detection rate (bdr) [75], expressed using the Bayes theorem as:

P(A) P(DJA)
P(A) P(D|A) + P(-A) P(D[-A)]

P(A|D) = (6.2)

where A and D are random variables denoting the occurrence of a targeted attack and the de-
tection of an attack by the classifier, respectively. We use ¢pr and fpr, from Figure[6.6{c)—(d)
and Figure[6.7(a)—(b) and (c)—(d), as approximations of P(D|A) and P(D|—=A), respectively.
Table presents the accuracy values and bdr for each classifier, assuming P(A) = Pay.
The numbers expose a practical problem in intrusion detection research: Despite having high
accuracy values, typical intrusion detection systems are rendered ineffective when confronted
with their staggering low base detection rates. This is in part due to their intrinsic inability
to eliminate false positives in operational contexts. In contrast, the fpr-reducing properties
of our framework—i.e., the ability to suppress false alarms through automatic labeling of
network- and system-level attack features—affords the construction of detection systems that

can detect intrusions much more effectively in realistic settings.
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Table 6.3: Base detection rate percentages for an approximate targeted attack scenario
(Pa =~ 1%) [55]

Classifier tpr for acc Fy bdr

OneSVM-Bi-Di 55.56 13.17 68.96 59.69 4.09

OneSVM-N-Gram 84.77 0.52  91.07 87.09 62.22
VNG++ 46.81 0.83 69.25 52.31 36.29
Panchenko 47.69 0.17 70.04 53.24 73.92
Bi-Di 86.69 0.25 92.29 89.02 77.79
N-Gram 86.52 0.01 92.30 88.89 98.98
Ens-SVM 92.76 0.01 95.86 94.12 99.05

6.5.4 Resistance to Attack Evasion

In this section, to further test the robustness of our approach against an adversarial set-
ting, where attackers deliberately try to confuse the classifier (e.g., by performing benign
activities in the decoy environment after sending their attacks), we conduct experiments
where the attacks are morphed to resemble benign traffic. In our analysis, we considered
three encrypted traffic evasion techniques: Pad-to-MTU, Direct Target Sampling, and Traffic
Morphing. Pad-to-MTU (pMTU) [57] adds extra bytes to each packet length until it reaches
the Maximum Transmission Unit (1500 bytes in the TCP protocol). Direct Target Sampling
(DTS) [143] is a distribution-based technique that uses statistical random sampling from
benign traffic followed by attack packet length padding. Traffic Morphing (TM) [143] is
similar to DTS but it uses a convex optimization methodology to minimize the overhead of
padding.

Table shows the results of the Ens-SVM classifier against these evasion techniques.
The table also shows the results when no evasion is considered. In each experiment, the
classifier is trained with 1200 normal instances and 1600 morphed attack instances. Similarly,
the test set consists of 1200 normal instances and 1600 morphed attack instances. These

results show that DEEPDIG is able to resist adversarial scenarios with considerable accuracy.
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Table 6.4: Detection performance in adversarial settings

Evasion technique tpr for acc Fy

No evasion 86.69 0.25 92.29 89.02
pMTU 75.84 096  85.78  79.57
DTS 82.78 6.02 87.58 84.91
™ 79.29  6.17 85.52 81.91

Analysis. Since our goal is not to classify individual packets as attacks, but mine attack
patterns from entire data streams, mixing benign with malicious activities in the decoy
environment does not impair DEEPDIG’s ability to learn attacker patterns, even in the
presence of evasive behavior. In the above experiments, we trained the classifier in the
presence of attacker evasion. This is practical and reveals that DEEPDIG captures the
entirety of the attacker’s activity, feeding it back to the classifier.

Figure [6.7(e)—(f) shows the measured ¢pr and fpr when gradually training the classifier
with increasingly large proportions of morphed packets in the training set. The horizontal
axis represents the percentage of the morphed packets in the training phase. For instance,
25% signifies that the classifier was trained with 1/4 of morphed packets and 3/4 of non-
morphed packets.

Although tpr remains stable after 25% of morphed traffic, the results highlight an im-
provement for the false positive rate. This underscores the positive impact of honey-patching
on overcoming adversarial behavior: The more morphed, evading samples attackers feed
DEEPDIG, the better the IDS becomes in classifying future attack patterns. Thus, adver-
sarial attempts to obfuscate attacks against honey-patched vulnerabilities are actually a gift
to the defender, since they only help train the classifier to learn the attacker’s obfuscation
strategies. Figure illustrates this by showing the convergence of the classifier’s decision

boundary as it observes morphed samples.
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Dimension 2

Figure 6.9: High-dimensional visualization of decision boundary convergence in the presence
of evasion, showing traffic morphing (tm) at 0%, 50%, and 100%. t-SNE transformation [134]
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was used to reduce dimensionality to two dimensions for this visualization.

6.5.5 Monitoring Performance

To assess the performance overhead of DEEPDIG’s monitoring capabilities, we used ab

(Apache HTTP server benchmarking tool) to create a massive user workload (more than
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Figure 6.10: DEEPDIG performance overhead measured in average round-trip times (work-
load ~ 500 req/s)

5,000 requests in 10 threads) against two web server containers, one deployed with network
and system call monitoring and another unmonitored.

Figure shows the results, where web server response times are ordered ascendingly.
Our measurements show average overheads of 0.2x, 0.4x, and 0.7x for the first 100, 250,
and 500 requests, respectively, which is expected given the heavy workload profile imposed
on the server. Since server computation accounts for only about 10% of overall web site
response delay in practice [125], this corresponds to observable overheads of about 2%, 4%,
and 7% (respectively).

While such overhead characterizes feasibility, it is irrelevant to deception because un-
patched, patched, and honey-patched servers are all slowed equally by the monitoring activ-
ity. The overhead therefore does not reveal which apparent vulnerabilities in a given server
instance are genuine patching lapses and which are deceptions, and it does not distinguish
honey-patched servers from servers that are slowed by any number of other factors (e.g.,

fewer computational resources).
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6.6 Discussion

Methodology. Our experiments show that just a few strategically chosen honey-patched
vulnerabilities accompanied by an equally small number of honey-patched applications pro-
vide a machine learning-based IDS sufficient data to perform substantially more accurate
intrusion detection, thereby enhancing the security of the entire network. Thus, we arrive at
one of the first demonstrable measures of value for deception in the context of cyber security:

its utility for enhancing IDS data streams.

Supervised learning. Our approach facilitates supervised learning, whose widespread use
in the domain of intrusion detection has been impeded by many challenges involving the
manual labeling of attacks and the extraction of security-relevant features [38]. Our results
demonstrate that the language-based, active response capabilities provided via application-
level honey-patches significantly ameliorates both of these challenges. The facility of de-
ception for improving other machine learning-based security systems should therefore be

investigated.

Generalization. The results presented in §6.5 show that our approach substantially im-

proves the accuracy of intrusion detection, reducing false alarms to much more practical
levels. Although we used many variations of well-known attacks and showed how DEEPDIG
generalizes when increasing the pool of attacks, future work should explore larger numbers of
attack classes to simulate threats to high-profile targets. Due to the high-dimentional nature
of the collected data, we chose SVM in Bi-Di and N-Gram. Linearly separating such data is
complicated by various feature interactions, such as network burst sequences and system 10
events. SVM is suitable for this task as it maps non-linear data points to another linearly

separable feature space using the kernel trick.

Class imbalance. Standard concept-learning IDSes are frequently challenged with imbal-

anced datasets [69]. Such class imbalance problem arises when benign and attack classes
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are not equally represented in the training data, since machine learning algorithms tend to
misclassify minority classes. To mitigate the effects of class imbalance, sampling techniques
have been proposed [41], but they often discard useful data (in the case of under-sampling),
or lead to poor generalizations (in the case of oversampling). Thus, this scarcity of realistic,
balanced datasets has heretofore greatly contributed to hinder the applicability of machine
learning approaches for web intrusion detection. By feeding back labeled attack traces into
the classifier, DEEPDIG alleviates this data drought and enables the generation of adequate,

balanced datasets for classification-based intrusion detection.

Intrusion detection datasets. One of the major challenges in evaluating intrusion detec-
tion systems is the dearth of publicly available datasets, which is often aggravated by privacy
and intellectual property considerations. To mitigate this problem, security researchers often
resort to synthetic dataset generation, which affords the opportunity to design test sets that
validate a wide range of requirements. Nonetheless, a well-recognized challenge in custom
dataset generation is how to capture the multitude of variations and features manifested in
real-world scenarios [29]. Our evaluation approach builds on recent breakthroughs in dataset
generation for IDS evaluation [31] to create statistically representative workloads that re-
semble realistic web traffic, thereby affording the ability to perform a meaningful evaluation

of IDS frameworks.

Evaluation. Establishing a straight comparison of our results to prior work can be very
challenging. The majority of machine learning-based intrusion detection techniques are still
tested on extremely old datasets [12] [124], and approaches that account for encrypted traffic
are scarce [82]. For instance, recently-proposed SVM-based approaches for network intrusion
detection have reported true positive rates in the order of 92% for the DARPA /KDD datasets,
with false positive rates averaging 8.2% [04, [146]. Using the model discussed in §6.5.3]
this corresponds to an approximate base detection rate of only 11%, in contrast to 99.05%

estimated for our approach. However, such comparison can lead to erroneous conclusions, as
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the assumptions made by DARPA /KDD do not reflect the contemporary attack protocols

and recent vulnerabilities targeted by our model.
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CHAPTER 7

CONCLUSION [P A

7.1 Dissertation Summary

This dissertation advanced and enhanced cyber security using encrypted traffic fingerprinting
techniques. We introduced, implemented, and evaluated BIND, a new data analysis method
on encrypted network traffic for end-node identification. The method leverages dependence
in packet sequences to extract characteristic features suitable for classification. In partic-
ular, we study two cases where our method is applicable: website fingerprinting and app
fingerprinting. We empirically evaluate both these cases in the closed-world and open-world
settings on various real-world datasets over HT'TPS and Tor. Empirical results indicate the
effectiveness of BIND in various scenarios including the realistic open-world setting. Our
evaluations also include cases where defense mechanisms are applied on website and app

fingerprinting. We showed how the proposed approach achieves a higher performance com-

I This chapter contains material previously published as: K. Al-Naami, S. Chandra, A. Mustafa, L. Khan,
Z. Lin, K.W. Hamlen, and B. Thuraisingham. “Adaptive encrypted traffic fingerprinting with bi-directional
dependence.” In Proceedings of the 32nd Annual Computer Security Applications Conference, pp. 177-188.
ACM, 2016. DOT: https://doi.org/10.1145/2991079.2991123. Lead author Al-Naami conducted the majority
of the research, including most of the design, implementation, and evaluation.

2This chapter contains material previously published as: (©)2015 IEEE. Portions Reprinted, with permis-
sion, from K. Al-Naami, G. Ayoade, A. Siddiqui, N. Ruozzi, L. Khan and B. Thuraisingham. “P2V: Effective
Website Fingerprinting Using Vector Space Representations.” IEEE Symposium Series on Computational
Intelligence, December 2015. Lead author Al-Naami conducted the majority of the research, including most
of the design, implementation, and evaluation.

3Some of the work presented in this chapter was performed in collaboration with L. Khan, and K.W.
Hamlen at the University of Texas at Dallas. This work is currently submitted for publication. Lead author
Al-Naami conducted the majority of the research, including most of the design, the full implementation, and
the full evaluation.

4Some of the work presented in this chapter was performed in collaboration with F. Araujo, A. Gbadebo,
A. Mustafa, L. Khan, and K.W. Hamlen at the University of Texas at Dallas. This work is currently sub-
mitted for publication. Al-Naami led the machine learning half of the research, including feature generation,
classification design, implementation, and experiments.
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pared to other existing techniques. In addition, we introduced the ADABIND approach that
addresses temporal changes in data patterns over time while performing traffic fingerprinting.

To advance the defense in website fingerprinting, we proposed the P2V model which views
network packets as words. We showed how the proposed model can be used to improve the
website fingerprinting accuracy and defeat the existing defenses. Our experimental results
showed that our proposed attack can achieve higher accuracy in identifying a website from
a given trace, than claimed in previous studies. The experimental results showed also our
new approach is more resilient to website fingerprinting defenses than previous works.

To defeat encrypted traffic fingerprinting attacks, we proposed the BIMORPHING defense
which combines size and time bi-directional dependence sampling, ensures low bandwidth
overhead through the use of mathematical optimization, and incurs zero delay for real packets
exchanged between client and server. We proved the effectiveness of the proposed approach
empirically by examining the defense against passive attacks and comparing it with state-
of-the-art methods. The promising results, low bandwidth overhead, and real packets zero
latency give a new perspective for a more practical fingerprinting defense.

This work introduced, implemented, and evaluated a new approach for enhancing web
intrusion detection systems with threat data sourced from deceptive, application-layer, soft-
ware traps. Unlike conventional machine learning-based detection approaches, DEEPDIG
incrementally builds models of legitimate and malicious behavior based on audit streams and
traces collected from these traps. This augments the IDS with inexpensive and automatic
security-relevant feature extraction capabilities. These capabilities require no additional de-
veloper effort apart from routine patching activities. This results in an effortless labeling of

the data and supports a new generation of higher-accuracy detection models.
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7.2 Future Work

In this section, we discuss possible avenues of future directions to advance each of our

proposed works.

7.2.1 Traffic Fingerprinting

The introduced ADABIND method updates the model with new training batches which re-
quires a significant number of training instances. Furthermore, the re-training process as-
sumes the availability of testing instance labels which may not be valid in certain cases. To
address these challenges, in future we would like to identify the right point in the incom-
ing stream from where we need to re-train the model incrementally (i.e., keeping old useful
data) in an unsupervised manner (i.e., without labels). Hence, one of the future directions
of BIND is to apply the concept of Change Point Detection (CPD) [67, [68] to decide when
to update the models in an unsupervised fashion and re-train incrementally.

The proposed methods in our dissertation assume sequential user access to end-nodes
and ignore background noise, as mentioned in regarding WFIN [75]. Nevertheless,
these methods can be augmented with techniques relaxing such assumptions. We also note
that such assumptions are applicable to AFIN as well. In a smartphone, multiple apps may
run background services, such as auto-sync, within the device that access the Internet pe-
riodically. Moreover, services offered by an app can change over time with newer versions
released by developers periodically. Each updated version of an app may have dissimilar
network signature or fingerprint, which could affect classifier performance as well. Further-
more, exploring different activities of an app would generate different network signatures
compared to a signature obtained by merely launching it. One could use dynamic analysis
techniques [126], 28] to explore an app automatically for a better understanding of network

behaviors. We leave these for future work.
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7.2.2 Cyber-Deceptive Intrusion Detection

Streaming Data. As data is continuously hitting IDSes in streaming manner, it is necessary
to have online and fast classification. Major challenges are the notions of concept-drift and
delayed labeling [67]. Concept-drift occurs as data characteristics change over time which
requires updating the classification model periodically. Updating the model requires data
points that are readily labeled (as benign or attack) in order to feed them back for the
learning process to discard obsolete models. Indeed, DEEPDIG is suitable for this task as it
labels data in a near zero buffering manner without the need for human intervention. This is
a substantial advantage that means updating classification models now can occur instantly
to detect attacker’s new behavior that have not been learned previously. One of the future
directions of DEEPDIG is to apply the concept of Change Point Detection (CPD) [67, [68]
to decide when to update the models. CPD ensures that instead of taking fixed chunk sizes
to update the model which is an expensive process, a sliding window technique is used to
track any significant change to data. Not only this ensures updating the model in a precise
manner (i.e., if only a concept-drift happened), but also it does not miss changes that may

occur in small chunk sizes.

Feature Enhancement. In addition to the encrypted packet- and system-level features
we presented in this work, one direction of future work is to utilize system call arguments
as well. These arguments can be fed into certain techniques such as implementing a k-
Nearest Neighbor (k-NN) approach which employs longest common subsequence (LCS) as
its distance measure. In general, the diversity of packet- and system-level information can

be explored as they contain many more discriminating features.
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APPENDIX
MAPREDUCE GUIDED SPATIAL QUERY PROCESSING AND

ANALYTICS SYSTEM®

This appendix presents some of my prior research works in “geo-spatial query system using

big data” that had been conducted and published during the course of the Doctoral study.

A.1 Summary

The Global Database of Event, Language, and Tone (GDELT) is the only global political
georeferenced event dataset with more than 250 million observations covering all countries in
the world since January 1, 1979. TABARI and CAMEQO are the tools which are used to col-
lect and code events from all international news coverage. To query such big geospatial data,
traditional RDBMS can no longer be used and the need for parallel distributed solutions has
become a necessity. MapReduce paradigm has proved to be a scalable platform to process
and analyze Big Data in the cloud. Hadoop, as an implementation of MapReduce, is an
open source application that has been widely used and accepted in academia and industry.
However, when dealing with Spatial Data, Hadoop is not equipped well and does not per-
form efficiently. SpatialHadoop is an extension of Hadoop with the support of spatial data.
In this work, we present Geographic Information System Query and Analytics Framework

(GISQAF) [15, 16] which has been built on top of SpatialHadoop. GISQAF focuses on two

!This appendix contains material previously published as: (€)2014 IEEE. Reprinted, with permission,
from K. Al-Naami, S. E. Seker and L. Khan. “GISQF: An Efficient Spatial Query Processing System.”
2014 TEEE Tth International Conference on Cloud Computing, Anchorage, AK, 2014, pp. 681-688. doi:
10.1109/CLOUD.2014.96. Lead author Al-Naami conducted the majority of the research, including most of
the design, implementation, and evaluation.

2This appendix contains material previously published as: (©)2016 by John Wiley & Sons, Inc., or related
companies. Reprinted, with permission, from K. Al-Naami, S. E. Seker, and L. Khan. “GISQAF: MapReduce
Guided Spatial Query Processing and Analytics System.” Software Practice and Experience, 46: 13291349.
doi: 10.1002/spe.2383 (2016). Lead author Al-Naami conducted the majority of the research, including most
of the design, implementation, and evaluation.
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parts: Query Processing (QP) and Data Analytics (DA). For the Query Processing part,
we show how this solution outperforms Hadoop query processing by orders of magnitude
when applying queries on GDELT dataset with a size of 60 GB. We show the results for
various types of queries. For the Data Analytics part, we present an approach for finding
Spatial co-occurring events. We show how GISQAF is suitable and efficient to handle Data

Analytics techniques.

A.2 Introduction

Living in the Big Data era, one can see the enormous growth of data that has reached an
explosion. The advances in technology have resulted in ease of collecting data from numerous
resources. Location-aware and position-based devices generate huge amounts of geospatial
datasets which have led to the need to extract, process, and query such information in a
timely and efficient manner. GDELT, Global Data of Events, Language and Tone, is a pub-
licly available dataset with more than 250 million observations (called events) with global
coverage since 1979 [4]. This dataset contains records and observations from all international
news coverage. TABARI [78] and CAMEO [I16] are the systems used to collect and prepare
the GDELT dataset. The purpose of this widely used dataset is to help understand and
uncover trends and behaviors of the social and international system [4].

The challenge is how to query such Big Data with a satisfactory performance. Traditional
RDBMS can no longer be used [62}, 37] because of scalability and query time issues. Further-
more, as storing the GDELT data follows the “write once read many” concept, there is no
need to worry about updates. Thus, parallel distributed solutions based on “Not only SQL”
(NoSQL) have emerged [74]. Examples of these solutions include Hadoop [2], BigTable [40]
Cassandra [85], and others.As a matter of fact, this is why many giant corporations have
replaced traditional RDBMS with parallel distributed solutions. In their work [132], prior to

2008, Facebook query processing was built on commercial RDBMS which became not only
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expensive but also inefficient to handle the growth of the daily data generated by users and
thus they have switched to Hadoop [2].

Google [49] has invented a MapReduce programming model as a parallel data processing
paradigm which has proved to be a scalable and reliable platform. Hadoop [2] is a popular
open source implementation of MapReduce that has been used for years in academia and
industry [90]. On the other hand, Hadoop has some limitations. Previous attempts have
been made to tune Hadoop. Tan et al. [I30] presented a solution to fine-tune Hadoop to
process input data efficiently. Liao et al. [90] proposed an event trigger mechanism to refine
the Hadoop system. As studied in [9] 26, 87], one of the MapReduce limitations is that
it is schema-free and index-free as it requires to evaluate each record when consuming in-
put, causing performance degradation. Files are distributed into blocks which are stored in
multiple nodes. When querying these files, MapReduce jobs are distributed across nodes in
parallel. However, within each node, Map jobs process records in a sequential manner which
takes long processing times. As a result, Hadoop has not been suited to process Spatial Data
that obviously require spatial indexing techniques such as grid index [105], or R-tree [65].
As an alternative, SpatialHadoop [59] is an open-source Hadoop-extended framework for
processing spatial datasets efficiently. SpatialHadoop has been developed on top of Hadoop
so for regular MapReduce jobs, it runs exactly as Hadoop but it has the awareness of Spatial
Data when it encounters spatial constructs and operations. Unfortunately, although Spatial-
Hadoop is well-suited for Spatial Data, it has not been tuned to handle schema-like spatial
datasets with such spatial archives. An example is the GDELT dataset which has events
represented by a schema.

In this work, we introduce GISQAF (Geographic Information System Query and Analyt-
ics Framework) that extends SpatialHadoop [15]. GISQAF achieves two objectives: Query

Processing (QP) and Data Analytics (DA). The contributions of this work are as follows.
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1. This work extends SpatialHadoop framework so it can handle heterogeneous datasets.
As a matter of fact, trying to integrate GDELT dataset into SpatialHadoop by itself
will not work as SpatialHadoop does not support schema-like datasets with multiple
attributes and longitude/latitude events. In this work, we convert these events into
geometry EventPoint shapes and show how SpatialHadoop has been customized and
extended to index, decode, and query the GDELT georeferenced dataset and similar

datasets.

2. GISQAF adds new queries to the SpatialHadoop framework. For the Query Processing
(QP) part and based on the GDELT field parameters passed along with the query
type, two types of evaluations will be shown in this study: one for the Apache Hadoop
system and one for the modified SpatialHadoop system. Three types of queries have
been implemented. The first is the spatial selection query. The second query is a
circle-area query which gives all events in a specific region. Aggregation query is the

third type of query we show in the results.

3. We present an approach to find co-occurring events from massive spatial datasets. We
show how our framework is well-suited to process such tasks. For the Data Analytics
(DA) part, we focus on generating spatial co-occurring events using GISQAF. Finding
co-occurring events from big Spatial datasets is challenging but useful for Association
Rule Mining [10} 11] and Spatio-Temporal Rule Mining [97] to extract patterns and
rules. This will help in understanding and uncovering spatial and perceptual trends
and behaviors of the social and international system. We show how we generate two-
co-occurring events and use the pruning technique to generate 3,4, ..., ¢ co-occurring

events where c¢ is the number of frequent itemsets required.

To the best of our knowledge, this is the first attempt to address scalability for big and

complex geospatial datasets that are processed and indexed geospatially over a MapReduce
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framework with high performance and efficient query response time. We use the GDELT
dataset as a case study. Running experiments on a multi-node cluster shows that GISQAF
with SpatialHadoop achieves a much better performance than Hadoop query processing.

The rest of the work is structured as follows. Section presents a background about
Hadoop and SpatialHadoop. Section gives an overview of the Framework. Section
presents Experimental Results. Section highlights Related Work. Finally, Section

discusses the Conclusion.

A.3 Background

Before we start explaining the GISQAF framework, we briefly introduce the first two layers
this framework has been built on top of. This section introduces Hadoop [2] and Spatial-

Hadoop [59] applications. Then we describe GDELT data points.

A.3.1 Hadoop and SpatialHadoop

Hadoop [2] is an open-source MapReduce implementation for processing big volumes of data
in a distributed manner on large clusters. Inspired by Lisp and proposed by Google [49],
MapReduce is a programming model that follows a certain functional style to process large
datasets. This functional style hides the details of data distribution, task scheduling, failure
handling, and communication from user. Basically, the user writes map and reduce func-
tions to achieve a particular task. Depending on the number of jobs associated with the
program, jobs are submitted for execution to the master node. Assuming data has been
already distributed into chunks between slave nodes using Google File System (GFS) or
Hadoop Distributed File System (HDFS) in case of Hadoop, the master node divides the job
into tasks, each of which is associated with particular chunks or blocks, and -by following

pull scheduling strategy- assigns each task to a slave node. Slave nodes run map and reduce
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functions and report to the master node when done. Each map function expects key-value
pairs as input and produces intermediate key-value pairs as well. The intermediate key-value
pairs are partitioned and each unique key is sent to a single reducer along with its list of
values emitted by multiple mappers. Reduce function, usually iterates over a list of values
for a specific key, processes the computation assigned to it, and emits the final output as a
key-value pair which is written back to the distributed file system.

SpatialHadoop [59] is an open-source Hadoop-extended geospatial framework for process-
ing massive spatial datasets efficiently. SpatialHadoop is an extension to Hadoop and the
aim of this project is to process large spatial datasets on Hadoop with the native support
for spatial data. It is available at [7] as an open-source so contributors can extend its func-
tionality and modify it to process different spatial queries and operations. Programs in this
application run the same way as in Hadoop, implementing map and reduce functions with
the awareness of spatial operations. The basic idea of SpatialHadoop is to index georefer-
enced datasets using Grid file [I05], R-Tree [65], or R+-Tree [117] indexing techniques. The
spatial indexing is done as a MapReduce job and stored in the HDFS. Two-level indexing is
used, global and local.

In general, the global index holds information about each cell or MBR (Minimum Bounding
Rectangle) that point to an individual file which contains all spatial objects (Point, Rectan-
gle, or Polygon) in that cell. Following the trend of Hadoop, the local index is responsible
for distributing files in each slave node.

SpatialHadoop constructs the index in three phases, partitioning, local indexing, and global
indexing. In the partitioning phase, the input file is divided into spatial partitions of 64MB
sizes such that each partition is contained in a rectangle. This is based on the type of in-
dexing used (Grid index, R-Tree, or R4+-Tree). In the local indexing phase, an in-memory
local index is constructed for each partition and sent to HDFS as a 64MB block. The global

indexing phase concatenates all local indexes and builds one big global index file which holds
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the MBRs and partition names. While the local indexes reside in the slave nodes, the global
index resides in the master node.

When submitting spatial queries such as range queries, SpatialHadoop applies a pruning
step before starting MapReduce jobs. The pruning or filtering step loads only partitions
that intersect with the query MBR and prunes the ones that do not. This ensures that
only shapes contained in the MBR are processed. This leads to a significant performance
improvement as compared to Hadoop which loads all entries from all partitions. A shape
might fall in more than one partition. To avoid reporting the shape twice to the query result,
SpatialHadoop uses Duplicate Avoidance Technique [52]. In a recent study [58], different

computational geometry problems have been implemented successfully using SpatialHadoop.

A.3.2 GDELT Data Points

Handled by TABARI system, each event (date point) in GDELT is georeferenced by lati-
tude and longitude locations. Events happen between two actors or parties which usually
represent two countries. Figure and Table show an example of an event that took
place on Sept. 02, 2013. GDELT is concerned about how to translate this textual context
to a georeferenced CAMEO-coded observation. This is done through crawling international
news sources and implementing spatial archiving techniques to get the 58 coded fields for
each event using TABARI system and other software. In CAMEQO geocoding system, each
event in the the GDELT dataset has two Actors. These are the two main parties of each
political observation. Each event is supposed to happen between Actorl and Actor2. In
some cases, Actorl is the sole party of the event. As Figure and Actor Attributes Fields
in Table show, Actorl in this event is Russia and Actor2 is Syria. The news talks about
a summit in Russia that discussed the conflict in Syria in which chemical weapons have been
used against civilians and the possible UN international response to that. ActorlGeo_Lat,
Actor1Geo_Long, Actor2Geo_Lat, and Actor2Geo_Long are the location fields that hold lat-

itude and longitude for Russia and Syria respectively. As shown in Figure and Event
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Table A.1: An Example of a GDELT Dataset Event

FIELDS VALUES

EVENTID AND DATE | 266765660, 20130902, 201309, 2013, 2013.6630
ATTRIBUTES
ACTOR ATTRIBUTES RUS ST PETERSBURG RUS, SYR SYRIA SYR
EVENT ACTION AT- | 1, 036, 036, 03, 1, 4.0, 6, 2, 6, 0.816326530612245
TRIBUTES
EVENT GEOGRAPHY 4, Petersburg, Sankt-Peterburg, Russia, RS, RS66, 59.8944,
30.2642, -2996338, 1, Syria, SY, SY, 35, 38, SY, 1, Syria, SY, SY,

35, 38, S
DATA  MANAGEMENT | 20130909, http://www.newkerala.com/news/story/65045/world-
FIELDS should-respond-if-syria-used-chemical-weapons-ban.html

Geography Fields in Table , the latitude/longitude values of Russia and Syria are of

59.8944/30.2642 and 35.0000/38.0000 respectively.

‘L“// 30.2642 38.0000
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Figure A.1: A GDELT event between two actors

From the record example in Table data fields or attributes used in GDELT events

represent the following:

1. EVENTID AND DATE ATTRIBUTES. The first few fields represent a unique identi-

fier and information about the event date (day, month, and year).
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2. ACTOR ATTRIBUTES. Next fields describe the two actors. An example of these at-
tributes is Actor1Code which is represented by three alphabetic CAMEO-coded letters
to describe the first party of the event. Other fields include Actorl name, ethnic code,

religion code, and others. The same fields are repeated for Actor2 as well.

3. EVENT ACTION ATTRIBUTES. These fields offer the importance or impact of the
event. An example is IsRootEvent which helps to track the stream or chain of events.
Another example is EventCode which describes the action that Actorl performed
against Actor2. QuadClass integer parameter specifies the primary classification of
the event type as follows: 1 means Verbal Cooperation, 2 means Material Cooperation,
3 means Verbal Conflict, and 4 indicates Material Conflict. GoldsteinScale numeric

coded field describes the theoretical effect of this event on the stability of a country.

4. EVENT GEOGRAPHY. These are the attributes that make GDELT georeferenced.
Each event contains a longitude/latitude point. In these fields, Actorl and Actor2 loca-
tions are represented. As mentioned earlier, some of the fields include ActorlGeo_Lat,
ActorlGeo_Long, Actor2Geo_Lat, and Actor2Geo_Long which represent Actorl lati-

tude, Actorl longitude, Actor2 latitude, and Actor2 longitude respectively.

5. DATA MANAGEMENT FIELDS. The last set of fields provide data management infor-
mation for the event. This is useful for database management purposes. DATEADDED
is an integer field that tells when the event was added to the database. Another field
is the SOURCEURL field which adds the URL of the news source. If multiple news
sources are used, only one is recorded. This field was added to the GDELT collection

on April 1, 2013. It was not present prior to that date.
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A.4 Framework

A.4.1 Architecture

GISQAF is an extension to SpatialHadoop. Figure shows how it has been built on top
of SpatialHadoop. Layer 1 (bottom layer) of this design is the HDF'S storage layer. Layer
2 (middle) consists of the Extended SpatialHadoop and Hadoop. The terms SpatialHadoop
and Extended SpatialHadoop will be used interchangeably through the rest of the work.

Layer 3 is responsible for the following:

Ny

<2

Queryi TAnswer

L 3 Preprocessing
ayer Query Building
Communication

Extended SpatialHadoop Hadoop
Layer 2 Offline Global and Spatial Query Non-Spatial Query
Local Index Building Data Analytics ]

—— e — e ——— ——— -

e’ S —

Non-Indexed
GDLET

Geo-Indexed
GDELT

HDFS

Figure A.2: GISQAF Architecture

1. Preprocessing the datasets. Since SpatialHadoop expects shape files as an input,
each data point in the required-to-be-indexed dataset has to be converted to a form
of a shape object depending on the data point geometry type (i.e., Point, Rectangle,
or Polygon). In GDELT, a data point represents a longitude/latitude location so each

event is represented as an EventPoint which is an extension of the Point shape.
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2. Spatial Indexing. Layer 3 communicates with the Extended SpatialHadoop in layer
2 to index the dataset. The Extended SpatialHadoop communicates with the storage

layer (layer 1) to construct the index and save it in the HDFS.

3. Query Processing. Here Layer 3 interacts with the client to process the queries.
Depending on the query type, the Extended SpatialHadoop is called to deal with spatial
queries while Hadoop is called to handle non-spatial queries and regular MapReduce
jobs.

More details are presented in the following sections.

A.4.2 GDELT Preprocessing and Spatial Indexing

The GDELT spatial dataset has to be preprocessed and transformed into a format that
SpatialHadoop can deal with. SpatialHadoop is able to index shapes (Points, Rectangles,
and Polygons) and moves them to the HDF'S storage layer. Following a bottom-up fashion,
local indexes are constructed first followed by the global index. An event in GDELT dataset

has 58 fields including the location. Figure depicts this process as follows:

GDELT dataset
files

0000 f

Events
Preprocessing

EventPoint 2 v 3
Object Records -90

Partitioning GDELT GDELT Local Indexing GDELT Global Indexing

One Global Index
for Partitions

16

> 180

Local Indexes for HDFS Blocks

RGNS

Figure A.3: GDELT Preprocessing and Spatial Indexing
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1. We extract the longitude/latitude in a way that converts each event to an EventPoint
Object that contains x and y geometry points. In the mean time, this object has
to keep all the CAMEO-coded fields of the event in order to be used in the spatial
queries. A PreMaster File is prepared to be used by the Extended SpatialHadoop
for the partitioning phase. Each dataset in the GDELT collection is represented by a
record (one line) in the PreMaster File. This record has two components: the MBR
of all the data points in the file and the file name. A rectangle is represented by two
points, (x1, y1) as the left lower corner and (x2, y2) as the dimensions. Thus, in the
PreMaster file, the MBR’s two points are (-180, -90) and (180, 90) which considers the
longitude and latitude of the whole geographic map area. This step is shown at lines
to [9 in the pseudo code in Algorithm [3] As mentioned in Section [A.3.2] in some
cases, Actorl may be the sole party of the event. This is why we extract the point of
Actorl in Algorithm [3] line 5} As shown in line [I1] in Algorithm [3] the preprocessed
GDELT datasets along with the PreMaster File are saved to the HDFS. This is the

non-indexed GDELT shown in Figure [A.2]

2. This step partitions the GDELT by dividing it into spatial partitions. This is based
on the type of indexing used (Grid index, R-Tree, or R+-Tree). For clarity, and as
an example, Figure shows 16 uniform partitions. Partition 1 or rectangle 1 is
represented by the left lower corner (-180, -90) and dimensions (-90, -45). Partition 2
is represented by (-90, -90) and (0, -45) and partition 16 is represented by (90, 45) and

(180, 90) and so on. This is represented in line [13]in Algorithm [3]

3. Local indexing is constructed for each partition, prepared in step 2, and sent to HDF'S
as a 64 MB block. Each local index file has meta data for some blocks and their MBRs.

See line [14] in Algorithm [3|
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Algorithm 3: Preprocessing and Spatial Indexing

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17

begin

preparePreMasterFile();
for each GDELT dataset file do
for each event do
EventPoint < extractActorlLongitudeLatitude(event);
EventPointRecord < convertToCartesianCoordinates(EventPoint);
updateEvent(EventPointRecord);
end
end
/* End Processing all GDELT dataset files */
storeNonIndexGDELT();
/* Start Spatial Indexing */
partitionGDELT();
buildLocallndex();
buildGloballndex();
storeIndexed GDELT();

end

4. All local indexes are concatenated into one big global index stored in main memory of

the master node. Basically, each line in the global index file has the partition name
along with the MBR or cell that contains the relative EventPoints shapes. Line [15]in
Algorithm [3] depicts this step.

Building spatial index is a bottom-up process as local indexes are built first followed
by the global index. On the other hand, querying is a top-down process as global index
is called first followed by the local index. We will see that in the following section.

Finally, line [16[in Algorithm [3| shows how the indexed GDELT is stored in the HDF'S.

A.4.3 GDELT Querying

As the system now is aware of spatial data, when submitting the spatial queries to GISQAF,

EventPoints partitions that do not contribute to the final answer will not be examined. As

mentioned earlier, this is done in a top-down fashion by calling the global index first then

the local indexes. Figure illustrates the query execution in GISQAF as follows:
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Figure A.4: Spatial-Indexed GDELT Query Execution

1. Framework passes the query along with the MBR filter. The MBR filter might be of
any type of geometry shape (i.e., Point, Rectangle, Circle, or Polygon). In this step
also, the framework distinguishes between spatial and non-spatial queries. In Figure
[A4] we consider the case of spatial query. This step is shown in lines 2] through [6] in

the pseudo code of Algorithm [

2. According to the MBR of the filter shape passed, step 2 gets only partitions that
contribute to the query result. Global index, which is kept in the master node is
used to determine the partitions that overlap with the MBR filter. This is done using
SpatialFileSplitter in SpatialHadoop [59]. For clarity, we assume there are 16 partitions
as Figure [A.4] shows. Partitions number 11 and 12 overlap with the query MBR filter
(shown as a black box). Accordingly, only these two partitions are to be picked to be

processed. Algorithm [4] line [7] shows this global index pruning step.
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Algorithm 4: Query Processing Pseudo Code

1 begin

2 passQueryAndMBR/();

3 if spatialQuery then

4 /* Extended SpatialHadoop Data Handling */

5 getIndexedGDELT();

6 getQueryMBR();

7 BP « findAppropriatePartitionsUsingGloballndex(); /* Big Partitions */
8 SB « findSmallerBlocksUsingLocallndex(BP); /* Smaller Blocks */
9 runMapReduceExtendedSpatialHadoop(SB); /* Algorithm */

10 end

11 else

12 /* Hadoop Query Processing */

13 getNonIndexedGDELT();

14 runMapReduceHadoop();

15 end

16 end

3. Before executing the map function, the local index is utilized to load records using
SpatialRecordReader [59]. Map function processes these EventPoints according to the
query requirements. Local index use and MapReduce call are shown in lines 8 and [9] of
the pseudo code of Algorithm [d GDELT coded fields awareness has been injected to
the map and reduce functions to choose the particular fields passed in the query line

to get the final results.

4. The results are written back to the HDFS storage layer for client to view them.

A.4.4 Query Types

From GDELT, extracting and analyzing events that happen in specific regions on the globe
are highly demanded. This helps decision makers implement policies and uncover patterns
of social evolution. For example, selection queries of protest events in specific locations can
be mapped to understand global protest trends [4]. In this study, three types of queries have

been implemented as follows. The first is the spatial selection point query. This query simply
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selects observations and events that are associated with any latitude/longitude location. The
latitude/longitude location is transformed to be dealt with as an x-y geometry point. Every
GDELT event has particular fields for latitude/longitude locations that show where the event
has taken place. For instance, we might be interested to select all events happening at the
Capital of Iraq, Baghdad. Query latitude/longitude parameters would be 33.3335/44.3521.
As this is a selection query, map tasks simply emit the selected events and no reducer is
needed.

The second query is a circle-area query which extracts all events in a specific region
surrounding a point of interest. In this query, geometry circle class has been implemented in
similar notion to SpatialHadoop range query. However, dataset schema has been considered
to parse events in GDELT. Besides, the query region is passed to the framework as x, y,
r where x and y are the coordinates of the center of attention and r is the radius of the
coverage. For instance, the center of attention may be the Capital of South Sudan, Juba
with the latitude/longitude value of 4.8455/31.5859 and all events around this point with
any particular radius. Similar to query 1, no reducer is needed in this query as well.

Aggregation query is the third type of query we show in the results. In this query, we
show a query of interest when dealing with GDELT data points. We explain this query
with an example. The aggregate function of interest here is to count the number of events
between any two actors such as China and Taiwan with the parameters, ActorlCode =
“CHN” and Actor2Code = “TWN” and apply “group by” clause for the year, month, and
QuadClass of the event. This type of query can be used to explore evolving situations
between two parties [4]. CHN and TWN will be translated into georeferences to get the
MBR (Minimum Bounding Rectangle) in order for the search to be more efficient using
spatial filtering and pruning. Algorithm [5| shows the MapReduce pseudo code for the third
query. The map function key is the MBR (Rectangle shape) of China and Taiwan calculated

from the geographic world map. The map function value is the EventPoint shape which
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Algorithm 5: Aggregation Count Query Psuedo Code

1 begin

2 Function MAP (k, v)

3 /* Input to MAP is SB, Smaller Blocks Records */

4 /* k is the queryMBR Rectangle shape, v is the EventPoint shape */

5 groupByClause < YearMonthQuadClass; /* From EventPoint */

6 Actor1Code < “CHN”; /* Job Configuration */

7 Actor2Code < “TWN”; /* Job Configuration */

8 if v.isIntersected(k) then

9 if EventActorl.equals(ActoriCode) € EventActor2.equals(Actor2Code) then

10 ‘ emit(groupByClause, 1);

11 end

12 end

13 Function REDUCE (k, v)

14 /* k is the group by clause, v is the list of counts */
15 for each value in v do

16 ‘ count += value;

17 end

18 emit(k, count);

19 end

is basically a GDELT data point that holds the x-y location and all the CAMEO-coded
fields. See lines [3] through [4] in Algorithm [5] Notice that there is a pruning step before this
MapReduce job as explained earlier in lines (7] and [§] of the pseudo code in Algorithm [4f which
shows Smaller Blocks (SB) as the blocks that the map function will consume. As represented
in lines [§] and [9] of Algorithm [5 each EventPoint shape from the SBs is examined to check
if intersected with the MBR shape (query filter). If intersected, then actorl and actor2 are
checked to make sure they match China and Taiwan passed by query condition. If matched,
then the EventPoint record count of one is emitted by the map function with the group by
clause as the intermediate key and one as the intermediate value. See line [10]in Algorithm
Bl In this query, the combination of Year, Month, and QuadClass forms the intermediate
key. This ensures that the reducer gets a unique key with a list of ones as the value. After

summing up these ones, reduce emits the group by clause as the final key and the total count

as the final value. Reduce function is shown in lines [I3] through [I§] in Algorithm [5] Other
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types of queries are possible but we focused on these three types in this study as they can
be extended to include other query requirements. For instance, queries can include time as
well.

Comparing SpatialHadoop with Hadoop, as we will show in the experiments section, Hadoop

will not work efficiently with such queries as no indexing is being followed.

A.4.5 Finding Co-occurring Events Approach

Problem Statement.

To develop marketing strategies, discovering association rules between purchased items
from a large collection of transactions, called market-basket data, was introduced in [10], [TT].
As an example, Table shows a set of transactions. Each transaction has a set of purchased
items. The idea is to understand customer buying habits by finding association rules that
will predict occurrences of purchased items. Each rule has two parts, an if antecedent and a

then consequent. For instance, from these transactions, the following rules may be generated.

{BREAD,MILK} = {EGGS}
{PANCAKE} = {SYRUP}
{CEREAL} = {MILK}

The first rule implicates that customers who buy bread and milk tend to buy eggs as well.

Notice that the implication in the previous three rules means co-occurrance not causality.

To achieve this, Association Rule Mining algorithms find frequent itemsets and extract
rules from these itemsets. Frequent itemsets are the k-itemsets that satisfy a predefined
minimum support. From the previous table, if we take the minimum support as 40%, then
{CEREAL, MILK} is one example of a 2-itemset as it has the support 3/7 which is greater

than 40%. Similarly, we can find all the < 1,2, 3, ... >-itemsets. From these itemsets, rules
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TID Items

100 MILK, BREAD, EGGS

200 BREAD, PANCAKE, SUGAR, SYRUP
300 BREAD, CEREAL, MILK

400 MILK, BREAD, SUGAR, EGGS

500 SYRUP, MILK, CEREAL, PANCAKE
600 PANCAKE, SYRUP

700 CEREAL, MILK

Table A.2: Market-Basket transactions

that satisfy a certain minimum confidence can be generated. The confidence of a rule X = Y
is defined as the ratio of the number of times items in Y appear in transactions that contain

X to the number of times items in X occur.

For instance, from the frequent 2-itemset, { CEREAL, MILK}, the number of times cereal
and milk happen together is 3 and the number of times milk happens is 5. So for the rule
{CEREAL} = {MILK} to be considered, the confidence threshold should be at most 60%
or 3/5.

Finding frequent itemsets from a large database is expensive. If we have 100 purchased
items, the number of candidate itemsets is 2'%° which is very large. Frequent itemsets
generation requires efficient algorithms like Apriori [I1] which prunes all parent itemsets
that have infrequent children itemsets. For instance, {BREAD, MILK, EGGS} is to be
evaluated only if each of the subsets (parent nodes) has a support that is greater than
or equal the minimum support. If {MILK, EGGS} has a support less than the minimum
support, all children nodes of {MILK, EGGS} including {BREAD, MILK, EGGS} will be

pruned. This ensures to reduce the running time complexity tremendously.

In our case, instead of having purchased items, we have geo-spatial political events in the
GDELT dataset. We are interested in generating rules such as {PROTEST} = {VIOLENCE
AGAINST CIVILIANS}, {VIOLENCE AGAINST CIVILIANS} = {MIGRATION}, and
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{TERRORIST ATTACKS} = {MIGRATION} and see how they are associated over time
around the globe. For example, the migration of Syrian refugees, due to the civil war,
through the European countries Greece, Macedonia, Serbia, Hungary, Austria, and Germany
can be analyzed to generate such associated rules. We can pick the month of August 2015
and the MBR of Eastern Europe to extract meaningful migration patterns. We show how
GISQAF is very efficient to handle such tasks. Similar to the general rule mining technique
described above, finding frequent itemsets (eventsets) is important to extract meaningful
rules. We define frequent events as co-occurring events (i.e., events located next to each
other that happen at a particular time window). Given a large collection of events like the
GDELT dataset, the problem this work addresses is as follows. From spatial database tuples
(or events) collection, find all 2,3,4, ..., ¢ conflicting co-occurring events (frequent itemsets
or eventsets) that happen in a particular geographical region (denoted by MBR, Minimum

Bounding Rectangle) considering a specific time window and a particular geographical radius.

To generate co-occurring events from big datasets like GDELT, we need to use an effi-
cient spatial-aware framework. We show how GISQAF is an efficient geospatial framework
using this scenario as a case study. After finding frequent itemsets, Spatio-Temporal Rule
Mining [97] can be used to generate rules to enable policy makers to develop strategies. The
terms co-occurring events and frequent itemsets/eventsets will be used interchangeably in

this work. The problem can be formulated as follows.

Given:

R(ty,ta,ts, ..., tn);

S(ty,ta,ts, s tim);

X ={<tit; > <titjte >, ., <titite, . tm >}
0;

M;
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Find all co-occurring tuples:

C={<tit; > <titj,ty > .., <t tjth, ...t >}

Such that:

S C R, and hence m < n;
¢ Cx, and hence ¢ < m;
Vt, t € S: t.LatLongPoint € M and t.time € ¢;

V <ty .nty> € <titjte,..te> <tg ...ty > .radius <.

Where:

R: Collection of spatial database events in a time window ¢ ;
S': Subset of R;

x: All possible candidate itemsets in S,

0: Time window;

M: Minimum Bounding Rectangle (MBR);

r: Radius;

c: Number of frequent itemsets required;

¢: All 2,3,4, ..., c-itemsets (co-occurring events);
< t;,t; >: All two co-occurring events;

< t;,tj,t >: All three co-occurring events;

<t t;,tk,...,tc >: All ¢ co-occurring events;

LatLongPoint: Latitude and Longitude of an event.
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Example 1.

To clarify, we present an example using the GDELT dataset. Given the year 2012
and month of December as the time window § and the MBR M = (36.6723,36.5979,
38.1665, 37.1078) as longitudel, latitudel, longitude2, latitude2 which is located at the bor-
ders of Syria and Turkey, we are interested in finding all 2, 3, 4 co-occurring events within
a b mile radius so ¢ = 4 and r = 0.09° which is equivalent to 5 miles using the Haversine
Formula [104] to convert from miles to longitude/latitude distance. Applying range query

produces m = 242 events. All candidate co-occurring events in x are shown in Figure [A.5]

N

T ——— N\

Figure A.5: All candidate co-occurring tuples (events) in x

The number of all candidate itemsets is 2™ = 2242

which gives a very large number.
Figure shows how pruning excludes all super sets of < t;,t, > as the two events do not
co-occur (not within 5 miles radius of each other). In this example we set ¢ = 4 to get the

subset (. We will show how the algorithm works in the coming sections. After applying the

algorithm to the GDELT dataset and getting the 242 events, we get 21796 two co-occurring,
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356461 three co-occurring, and 9347136 four co-occurring events. As an example, we take

one of the 21796 two co-occurring events < t;,t; >=< tog,t109 >. The latitude/longitude

values of taog and tig9 are 36.6439/37.0875 and 36.7161/37.115 respectively.

Algorithm 6: Pseudocode to find Spatial Co-occurring Events

Gk W N

© 0w N o

10
11
12
13
14
15
16
17

Input:
R: Collection of spatial database events in a time window ¢ ;
M: Minimum Bounding Rectangle (MBR);
r: Radius;
c: Number of frequent itemsets required;
Output: All 2, 3, ..., ¢ co-occurring events.
begin
Indezed_R < Geo-Index(R)
S < Extended-Range-Query(Indexed_R, M)
for each tuple t; in S do
‘ CQ = CQ + Circle-Query(t;,7)
end
B < Build-Matrix(C'Q)
ford=3 — cdo
‘ ¢ < Find-d-Co-Occurring-Events(B)
end
end

An Approach to Find Spatial Co-occurring Events.

In this section we show how we find the spatial co-occurring tuples or events. We use

GISQAF to accomplish this task. Algorithm[6]and Figure explain this process as follows.

1. As Spatial Data requires spatial indexing techniques such as grid index, or R-tree, and

for fast query response (Range Query and Circle Query used in the following steps),
using GISQAF, we first index GDELT events that happened in the time window 0
-denoted earlier as R(ty,to,t3, ..., t,)- to build the geo-spatial indexes as shown in line
of Algorithm [0 Besides, as the problem specifies a Minimum Bounding Rectangle
(MBR) region M, geo-indexing fastens query response by fetching HDFS blocks that

contribute to the query result.

140
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Figure A.6: Co-occurring Events Block Diagram

2. As the system is now aware of spatial data, when submitting the spatial queries to
GISQAF, partitions that do not contribute to the final answer will not be examined.
This step, Algorithm [6] line [0} applies Range Query (Extended SpatialHadoop Range
Query to incorporate GDELT events) where framework passes the query along with the
MBR M filter. The result is the Database S(t1, to,ts, ..., t,,) where S C R. Each tuple
t; in S contains the GDELT event ID and the event details. Notice that up to this point
and as the example in Figure shows, all possible co-occurring events (candidate

itemsets) x = {< t;,t; >, < ti,tj, b, >, ..., < ti,t;, tg, t, >}, can be built from S.

3. For each tuple t; € S, we execute a Circle Query (Extended SpatialHadoop MapReduce
Query) to get all the 2 co-occurring events. The query in Algorithm[6] line [11] extracts
all events in a specific region surrounding a point of interest. The query region is
passed to the framework as (z, y, r) where x and y are the coordinates of the center
of attention which is ¢; and r is the radius of the coverage. Then the Circle Query
finds all two co-occurring events, < t;,¢; > where t; represents any tuple that is within

the Radius r from ¢;. As the number of Circle Queries is equal to |S|, Extended
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SpatialHadoop performs much faster than Hadoop as will be explained later in the

Experiments Section.

. After finding all two co-occurring events, line [L3]of Algorithm [6]builds a Binary Matrix
B that contains only zeros and ones. The form of the Binary Matrix B is represented

as follows:

1 if <t;,t; > co— occur
bij —

0 otherwise
Notice that all values in the diagonal of B are ones as each event co-occurs with itself
by default (i.e., < t;,t; > co-occur intuitively). Besides, B is a symmetric matrix

around the diagonal as b;; = bj;.

. From the binary matrix B, to find { = {< t;,t; >, <t;,t;,tp >, ..., < ti, tj, tp, ..., tc >}
(lines [14] - , Algorithm @, we define < t;,t;,tx, 1, ...,tq > co-occurring events where
3 < d < c. For each d, to decide whether < ¢;,t;,tx,1;,...,tq > co-occur or not,
we check if each two events co-occur by examining the binary matrix B. For each
<oy ty, .ty >An <ttt by, tg >, i by = 1,0, b0, = 1,...,bp, = 1,..., then all
events in < ¢;,t;,tx, 1, ...,tq > co-occur. If any subset of < ¢;,¢;,x,t;,...,t4 > does not
co-occur, then there is no need to continue as definitely there is no co-occurrence for
the tuples in < t;,¢;, ¢k, ¢, ...,tq4 >. Thus, as discussed earlier in Figure , if tuples in

a parent node do not co-occur, then this node and all descendent nodes will be pruned.

The pruning step in our algorithm is different then the one in the Apriori algorithm [IT].

In Apriori, pruning of a node happens if any of its parents has a support less than a predefined

threshold. Here, the node pruning takes place if events do not co-occur in any of its parents.

Lines [§ through [12] in Algorithm [6] present our framework solution to find co-occurring

events. The rest of Algorithm [0]is simply implemented in a single machine as this does not

require a distributed system.
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Example 2.

In this section, we give an example for finding Spatial Co-occurring Events. Although this
is not the case in practice, for the sake of clarity, we assume a small number of tuples which is
m = 6 as the result of the Range Query with M as our MBR. So we have S(t1, to, t3, t4,t5, t6)-
All events in S happened in Dec 2012 which is our Time Window §. All possible co-occurring
events in S are 2, 3, 4, 5, 6 co-occurring events which gives us x = {< t;,t; >, < t;,t;, ¢, >
c< bttty >, < i, ty b, b to >, <ttt i, to, B, >}, For each tuple ¢; € S, we execute

the Circle Query to get all 2 co-occurring events and build our Binary Matrix B as follows.

—_
—_
—_
—_
—_
o o o o O

Let us assume that ¢ = 4 as we are interested in finding all 2, 3, 4 co-occurring events
so ¢ = {<t,t; > <t,tjt, > <t,tjty,t. >}. All 2 co-occurring events < t;,t; > have
been already obtained in the matrix B. To find all 3 co-occurring events < t;,¢;,t; > where
1 <14,j,k <6, from B, we check if < #;,t; >, < t;,t; >, and < t;, t; > co-occur by examining
if bj; = by = bjr, = 1. If yes, then ¢;,%;, and t; co-occur and we add < ¢;,t;,t; > to the

frequent eventsets.

Figure shows three co-occurring tuples. Notice that (d; ; < r) is the distance between

the two geospatial events ¢; and ¢;. Similarly, we find all 4-co-occurring events.

After running the algorithm for this example, the 3 co-occurring events are < ty,ty,t3 >

, o <ty ta,ts >, < ty,t3,t5 >, < tg,l3,15 >, and < ts,tq,15 >. There is only one 4
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Figure A.7: Three co-occurring events

co-occurring event which is < ty, 9, t3,t5 >. Notice that event ¢4 is an outlier as is does not

co-occur with any other event.

The summary of this example is as follows. The number of events in the MBR M is 6,
the number of two co-occurring events is 21, the number of triple co-occurring events is 5,

and the number of 4 co-occurring events is 1.

A.5 Experiments

In this section we study the performance of GISQAF. We execute queries in two platforms,
one using GISQAF which uses SpatialHadoop, and the other using Hadoop. We show the
results when using a single-node cluster and a multi-node cluster. Both Hadoop and Spa-
tialHadoop clusters run Apache Hadoop 1.2.1 and Java 1.6. All experiments have been
implemented using internal university machines. The dataset used is the GDELT dataset

explained earlier.

A.5.1 Experimental Setup

Single-node cluster This single machine has a 24GB RAM, HDD of 2.2TB, and a 16
core CPU of 2.40GHz with Ubuntu 12.04 operating system.

Multi-node cluster The number of nodes in the cluster is nine. All machines are ho-
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Table A.3: Query Types

Query Type # runs | Query Sample
(Using FExtended SpatialHadoop Jar file)
Point Query | 5 Select events for a given Point
pointquery input output [long,lat]
Circle-Area 5 Select all events surrounding a Point with a given radius
Query circlequery input output [long,lat, radius]
Aggregation 5 Select events aggregate count between two Actors given a specific region
Query countquery input output actorl actor2 [longl,latl,long2,lat2]

mogeneous. Every machine has 16GB of RAM, 256GB HDD, and a 4 core CPU of 2.2GHz.

The operating system is CentOS 6.4.

A.5.2 General Results

Table summarizes the query types, the number of runs for each query in the experiments,
and the query samples. Average running time in seconds will be shown in the following
tables and figures. Hadoop and the Extended SpatialHadoop emit the same query results
and number of records. The terms SpatialHadoop and Extended SpatialHadoop will be used
interchangeably in this section. This section shows the performance, in terms of time, of
both the Extended SpatialHadoop and Hadoop using single-node and multi-node clusters.
Table gives the average running time in seconds when processing the GDELT with a
fixed 60GB size. In both SpatialHadoop and Hadoop, the multi-node cluster achieves much
better performance than the single-node cluster in all queries. This comes as a result of the
MapReduce distributed query processing. As shown in Table [A.4] SpatialHadoop is much
faster than Hadoop in all queries whether on a single-node machine or a multi-node cluster.

While SpatialHadoop uses spatial indexing to process only partitions overlapped with
query MBR filter, Hadoop processes every record in all partitions sequentially which leads
to performance degradation. The pruning function is the extra step that SpatialHadoop

processes and the rest of the map and reduce functions are very similar. Indeed, this is
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Table A.4: Experiments on the GDELT dataset

SpatialHadoop (sec) Hadoop (sec)
Single-node | Multi-node | Single-node | Multi-node
Point Query 20.938 11.744 2459.310 280.226
Circle-Area Query 28.954 12.747 24'71.257 288.716
Aggregation Query 344.660 84.327 2118.506 391.511

illustrated in more details in Table as the number of MapReduce tasks is shown for the
Multi-node cluster experiments. While Hadoop has a fixed large number of map tasks as
it iterates over all records in the GDELT dataset, SpatialHadoop has fewer number of map
tasks as a result of pruning step. Point and circle-Area queries are faster in SpatialHadoop
than aggregation query as the latter query involves implementing group by functionality to
get the final counts which requires a reducer.

In Point and Circle-Area queries, few partitions (rectangles) are chosen as the query
MBR is small (a point and a small radius). This results in a small number of Map tasks.
This is why, as shown in Table[A.4] the reduction is just 2x when increasing machines by 9x
(Single-node and Multi-node). The number of Map tasks are 3 and 12, as shown in Table
[A.5], for Point and Circle-Area queries respectively. This is why there are 199 Map tasks in
Aggregation query as the query MBR covers both China and Taiwan. The number of Map
tasks is proportional to the size of the query MBR. This is illustrated in Figure where
Circle-Area queries have been executed considering different radii for both SpatialHadoop
single-node and multi-node clusters. Here we can see clearly how the multi-node cluster
outperforms the single-node cluster when increasing the radius (i.e., Query MBR). In Point
and circle-area queries, there is no reducer required as the mappers emit the selected events
as the final output. This means there is no reshuffling phase in these two queries. However,
the aggregation query requires a reducer which involves an expensive reshuffling phase where

data will be shipped over the network from mappers to the reducer. One reducer is sufficient
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Table A.5: Number of tasks for multi-node cluster experiments

SpatialHadoop Hadoop

Map | Reduce | Map | Reduce
Point Query 3 0 980 0
Circle-Area Query | 12 0 980 0
Aggregation Query | 199 1 980 1

as the number of distinct group by clauses which are the keys to the reducer is just a
few hundred. Besides, as a result of passing China and Taiwan in the aggregation query
parameters, the MBR area for this query is much bigger than the areas of the other queries.

We discuss scalability in the coming subsections.

A.5.3 Point Query

In this part, we run the point query considering different sizes of the GDELT dataset to
show scalability. In Figures [A.9] [A.10] and [A.T1] the x-axis is the file size in GB and the
y-axis is the running time in seconds. Again, as SpatialHadoop is aware of spatial data and
uses spatial indexing to prune the data, it achieves a much better performance than Hadoop
as shown in Figure [A.9] The results show that SpatialHadoop achieves up to 9x, 16x, 20x
and 30x better performance than Hadoop using 15GB, 30GB, 45GB, and 60GB respectively.
While Hadoop values increase linearly as data grow, SpatialHadoop values do not. Actually
they increase but very slightly. The reason is that when pruning data, the number of selected
partitions stays the same even if the size of the data grows. This lends itself to the fact that
same number of cells is used when indexing. The only thing that grows is the number of
records in each of the selected partitions. Hence, as data size grows, the time increases
unnoticeably (i.e., fraction of seconds). This lets us conclude that SpatialHadoop scales up

very well with data growth.
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Figure A.8: Extended SpatialHadoop Circle-Area Query: Single-Node; Multi-Node.
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Figure A.9: Point Query: FExtended SpatialHadoop; Hadoop.

A.5.4 Circle-Area Query

Circle-Area query is very similar to point query when it comes to discussing the results. As
Figure shows, the running time is very similar to that in Figure with almost the
same performance. SpatialHadoop achieves a better performance than Hadoop as well.
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Figure A.10: Circle-Area Query: Extended SpatialHadoop; Hadoop.
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Figure A.11: Aggregation Count Query: Extended SpatialHadoop; Hadoop.

A.5.5 Aggregation Query

Figure demonstrates aggregation query processing differences between SpatialHadoop
and Hadoop. As mentioned earlier, SpatialHadoop implements data pruning to select related
partitions based on the global and local indexes built beforehand and thus this leads to a
better performance than processing all records in all partitions. Different than point and
circle-area queries that are illustrated in Figures and [A.T10] here SpatialHadoop shows

a noticeable increase in the running time. Although the number of partitions selected by
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Table A.6: Results of finding 2, 3,4 co-occurring events

Number of events in MBR M 242

Number of < ¢;,t; > 21796

Number of < t;,t;,t; > 356461

Number of < ¢;,¢;, ¢, t; > 9347136

2 co-occurring events execution time (GISQAF: 48 min)
(242 Circle Queries) (Hadoop: 20 hours)
3 and 4 co-occurring events time 126 sec

(using B)

SpatialHadoop stays the same even when data grows, the running time increases and that
can be seen clearly. The reason is that aggregation query needs more time for implementing

the count and grouping results by the required fields.

A.5.6 Co-occurring Events

In this section, we discuss the results of finding 2, 3,4 (¢ = 4) co-occurring events as an im-
plementation to the example discussed in Section [A.4.5] As shown in Table[A.6] the number
of geospatial events that are located in the MBR M = (36.6723,36.5979, 38.1665, 37.1078)
is m = 242. The table shows the number of two co-occurring events < ¢;,t; >, three co-
occurring events < t;,t;,t; >, and four co-occurring events < t;,t;,%;, % >. Each subset

co-occurs in a radius r = 0.09°.

As mentioned in Section [A.5.4] to find all two co-occurring events, we execute the Circle
Query against each of the m = 242 events. Each Circle Query takes 12 seconds to execute
on average as shown in Table using SpatialHadoop on the multi-node cluster. Table
shows the time needed to execute 242 Circle Queries which is less than an hour. Notice that
Hadoop will take around 20 hours to execute these Circle Queries. The table shows also the

running time for finding 3 and 4 co-occurring events from the Binary Matrix B.
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A.6 Related Work

Existing non-distributed traditional RDBMS applications for querying GDELT have been
used for a while [4, [7§]. In [I09], a geospatial DBMS approach has been used but lacks
the ability for efficient spatial partitioning and boundary check. Besides, those applications
experience scalability and performance issues.

A spatio-temporal indexing structure built on top of a column-family distributed solution
has been suggested in [62] by Fox et al. They present a novel spatio-temporal geohashing
index structure running on Apache Accumulo [I] which is a distributed key-value store
based on Google’s BigTable design. Apache Accumulo is built on top of Apache Hadoop,
Zookeeper, and Thrift. However, the issue with this solution is that it does not support some
types of queries like aggregation queries.

Some other scalable NoSQL based solutions such as GeoCouch [5] and neo4j-spatial [6]
have implemented Spatial operations but they only consider limited queries with no support
to data analytics.

Aji et al. presented Hadoop-GIS [§], a MapReduce spatial data warehousing system.
Hadoop-GIS uses a two-level index structure, local and global. It supports various types of
queries including aggregation queries. However, Hadoop-GIS focuses mainly on pathology
analytical imaging medical data.

SpatialHadoop is a MapReduce framework built on top of Hadoop for processing spatial
datasets efficiently [59]. Similar to Hadoop-GIS, SpatialHadoop exploits a two-level index
structure, local and global. Programs in SpatialHadoop run as in Hadoop MapReduce with
the awareness of spatial operations. It is open source and available for researchers to use and
enhance. However, SpatialHadoop considers simple datasets and does not deal with data
analytics and some complex queries like Aggregation Queries.

This work presents GISQAF (Geographic Information System Query and Analytics Frame-

work). The framework customizes and extends SpatialHadoop to index, decode, and query
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the GDELT georeferenced dataset and similar datasets. GISQAF extends the work in [15]
which does not consider any approach to implement spatial Data Analytics. Therefore, the
work not only considers the Query Processing (QP), but it also considers the Data Analytics
(DA). It addresses extracting geospatial co-occurring tuples (political spatial events) that
happen in a particular geographical region (Minimum Bounding Rectangle) by considering

a specific time window and a particular geographical radius.

A.7 Conclusion

Processing massive spatial data like the Global Data of Events, Language, and Tone (GDELT)
dataset becomes an issue as traditional RDBMS can no longer be used. MapReduce paradigm
introduces alternatives to deal with big data. Unless MapReduce framework is well-equipped
to process spatial data, it will not achieve better performances.

In this work, Geographic Information System Query and Analytics Framework (GISQAF)
has been presented to process queries and implement data analytics for the GDELT dataset.
The framework has been built on top of SpatialHadoop which is a Hadoop-extended frame-
work to deal with spatial data. Experimental results using a single-node cluster and a
multi-node nine-machine cluster show that GDELT query processing with GISQAF achieves
up to 30x better performance than the traditional Hadoop query system.

Incorporating more query types into GISQAF is an avenue of future work. Another
avenue is to make the preprocessing and spatial indexing phase of the queried dataset require
less programming intervention. This will facilitate the client interaction with the framework.

In the Data Analytics part, classification and clustering can be explored as well. In
addition, more optimization techniques may be examined. Some infrastructure to perform
such optimizations has been already implemented in GISQAF.

As the GISQAF framework runs in an offline batch processing fasion, it does not consider

online streaming preprocessing and spatial indexing. Incorporating GISQAF into a big data
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streaming tool is a promising future work. This will help in online scenarios as the GDELT
dataset is generated in daily basis. This will require the use of incremental spatial indexing
to accommodate the new generated data without the need to redo the indexing from scratch.

Apache Spark [3] is an open-source streaming distributed framework that utilizes Hadoop
for its distributed file system. Unlike Hadoop, Spark utilizes in-memory cluster comput-
ing [145] which makes it up to 100 times faster than Hadoop MapReduce. Not only does
implementing GISQAF over Spark help in online spatial indexing and query processing, but
also with the data analytics part as Spark incorporates data mining algorithms as well. Spark
has been shown to be very efficient for real-time data analytics [122, [123] where the authors
use statistical and clustering techniques for online anomaly detection. Furthermore, Spark
SQL has been implemented in [22] for easier querying. Incorporating GISQAF into Spark

will increase the efficiency of the framework tremendously.
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