
Impact of Different Wake Models On the Estimation of

Wind Farm Power Generation

Weiyang Tong∗

Syracuse University, Syracuse, NY, 13244

Souma Chowdhury† and Jie Zhang†,

Rensselaer Polytechnic Institute, Troy, New York 12180

Achille Messac,‡

Syracuse University, Syracuse, NY, 13244

The power generation of a wind farm is significantly less than the summation of the
power generated by each turbine when operating as a standalone entity. This power reduc-
tion can be attributed to the energy loss due to the wake effects − the resulting velocity
deficit in the wind downstream of a turbine. In the case of wind farm design, the wake
losses are generally quantified using wake models. The effectiveness of wind farm design
(seeking to maximize the farm output) therefore depends on the accuracy and the reliability
of the wake models. This paper compares the impact of the following four analytical wake
models on the wind farm power generation: (i) the Jensen model, (ii) the Larsen model,
(iii) the Frandsen model, and (iv) the Ishihara model. The sensitivity of this impact to
the Land Area per Turbine (LAT) and the incoming wind speed is also investigated. The
wind farm power generation model used in this paper is adopted from the Unrestricted
Wind Farm Layout Optimization (UWFLO) methodology. Single wake case studies show
that the velocity deficit and the wake diameter estimated by the different analytical wake
models can be significantly different. A maximum difference of 70% was also observed for
the wind farm capacity factor values estimated using different wake models

Keywords: Capacity factor, Land Area per Turbine, power generation, Unrestricted Wind
Farm Layout Optimization, velocity deficit, wake model

Nomenclature

U Incoming wind speed (m/s)
D Rotor diameter (m)
H Hub height (m)
Dwake Wake diameter (m)
udef Velocity deficit (m/s)
s Normalized downstream distance from the turbine
r Normalized radial distance from the turbine
Ia Ambient turbulence intensity
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I. Introduction

Increasing social and scientific concern for environmental issues has led to an appreciable growth in
wind energy installation. Currently, wind energy is one of the most cost-effective renewable sources of new
electricity generation. However, there remains significant scope for improvement of wind power generation
technologies. In this paper, we will focus on how wake models affect the efficiencies of wind farm design
technologies.

A. Wind Farm Power Generation

As wind flows across an individual turbine, the power available (P ) in the wind is given by,

P =
1

2
ρAU3 (1)

where ρ is the air density; A is the rotor swept area; and U is the uniform incoming wind speed at hub
height.

Two important information can be observed from the above equation:

1. the power available to a wind turbine is proportional to the area swept by the rotor.

2. the power available to a wind turbine is proportional to the cube of the wind speed immediately in
front of the turbine.

In practice, it is important to note that the power output continues to increase with wind speed until
the wind speed reaches the turbine rated speed; wind turbines maintain their power output at the rated
capacity above the rated speed (up to the cut-out speed).

In the case of wind farm design, it is challenging to predict the power generation of a wind farm, owing to
the complexity of wind flow inside the farm. Because wind farms generally consist of multiple wind turbines
located in a particular arrangement over a substantial stretch of land (onshore) or water body (offshore).1

Factors that influence the power generation of a wind farm are primarily the environmental condition and
the farm design.

Environmental conditions include the variation in wind conditions, namely wind speed, wind direction,
and air density.2 Farm design factors include turbine characteristics (e.g., hub height, rotor diameter),
placement of turbines, and land configuration. The power loss in a farm site can be minimized if the
placement of turbines is optimized. Significant work has been done in the wind farm layout optimization
using various algorithms to minimize the power loss.

A layout-based power generation model is used in this paper to compute the power output of a wind farm.
This power generation model, developed in the Unrestricted Wind Farm Layout Optimization (UWFLO)
methodology,3 is used to quantify the power generation as a function of the turbine characteristics, turbine
coordinates, and incoming wind speed. An influence matrix is also created to identify if a turbine is in the
wake from upstream turbines. For a N−turbine wind farm, Turbine-j is in the influence of the wake created
by Turbine-i if and only if

∆xij < 0 and
√

(∆yij)
2
+ (∆Hij)

2 − Dj

2
<

Dwake,ij

2
, (2)

∆xij = xi − xj , ∆yij = yi − yj , ∆Hij = Hi −Hj

∀i, j = 1, 2, . . . , N, i 6= j

where the index i or j indicates the corresponding turbine number; x and y represent the turbine coordinates;
Dj and Hj represent the rotor diameter and the hub height, respectively; and Dwake,ij represents the width
of wake (created by Turbine-j) at the location of Turbine-j. CP is the power coefficient.

In this paper, the generalized power curve is used to derive the power coefficient.4 This generalized power
curve is scaled back to represent the approximate power response of a particular commercial turbine, using
its specifications, as given by:

P

Pr
=











Pn

(

U−Uin

Ur−Uin

)

, if Uin < U < Ur

1, if Ur < U < Uout

0, if Uout < U or U < Uin

(3)
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where Pr is the rated capacity of turbine; Uin, Uout, and Ur are turbine’s cut-in, cut-out, and rated speed,
respectively; and Pn represents the polynomial fit for the generalized power curve. Therefore, the power
coefficient (CP ) can be expressed as

CP =
P

kgkb

(

1
2
ρπ

Dj

4
U3

) (4)

where ρ is the air density; and parameters kg and kb represent the mechanical efficiency and the electrical
efficiency, respectively.

The induction factor of a wind turbine is defined as the fractional decrease in wind speed between the
freestream velocity and the rotor plane. Most of the popular wind farm power generation models assume a
constant induction factor over the entire wind farm.4 In practice, the wake expansion and the power reduction
due to the wake effect are strongly related to the induction factor. To this end, a variable induction factor
is used in this power generation model. According to the 1-D flow assumption, the induction factor a and
the power coefficient CP can be related by

CP = 4a(1− a)2 (5)

Thrust coefficient, CT , is also related to the induction factor, as given by

CT = 4a(1− a) (6)

Additionally, the Katic’s model5 is used to account for the velocity deficit due to wake merging. If
Turbine-j is in the influence of multiple wakes created by K upstream turbines, the corresponding velocity
deficit uj is given by

uj =

√

√

√

√

K
∑

k=1

Akj

Aj
(U − Ukj)

2
(7)

where Akj is the effective influence area of wake (created by Turbine-k) on Turbine-j. If Turbine-j is
completely in the wake of Turbine-k, Akj = Aj ; otherwise, Akj denotes the overlapping area between the
wake of Turbine-k and Turbine-j.

The net power generation of a wind farm, Pfarm, is given by

Pfarm =
N
∑

j=1

Pj (8)

In this paper, we represent the power performance of the farm in terms of the capacity factor. The
capacity factor of a wind farm is defined as the ratio of the actual power generation to the ideal power that
the wind farm could generate if always operating at the nameplate capacity, which can be expressed as

ηfarm =
Pfarm
∑N

j=1 Prj

(9)

where Prj is the rated capacity of Turbine-j.

B. The Wake Effect

There are two major objectives involved in optimal wind farm planning: (i) maximizing the capacity factor,
and/or (ii) minimizing the Cost of Energy (COE).2 As wind flows across a wind turbine, the wind speed
decreases and the turbulence intensity increases. Thus, a wake is formed behind the turbine, which affects
downstream turbines. Not only does the wake continue to move in the downstream direction, it also expands
laterally. As a result, downstream wind turbines that are not coaxially downstream can be affected by the
upstream turbine wake as well. Collectively, this is called the wake effect. There are two major impacts of
the wake effect: (i) it causes a deficiency in the overall energy due to the velocity deficit, and (ii) it causes
a reduction of the turbine lifetime due to increased turbulence induced structural loading.6 Because of the
wake effect, turbines located downstream from other turbines always generate less energy, which causes the
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actual energy produced from a wind farm to be less than the simple product of the energy extracted from
each standalone turbine. To this end, an understanding of turbine wakes is crucial for optimal wind farm
planning.

Intuitively, the power reduction due to the wake effect can be reduced if the spacing between turbines
is increased, because turbine wakes recover with distance downstream. In practice, however, the turbine
spacing cannot be infinitely large due to practical constraints on the land area of the site. Chowdhury et
al.2 characterized the influence of the Land Area per MW Installed (LAMI) and the Nameplate Capacity
to characterize their influences on the optimal wind farm performance. In that method, the optimum land
area could be determined if the number and the selection of turbines are given.

This paper is aimed to investigate the impact of using different wake models on wind farm power gener-
ation, and also to explore how sensitive this impact is to the Land Area per Turbine and the incoming wind
speed. In a given wind farm, some turbines might be in the wake of upstream turbines based on the predic-
tion of a particular wake growth model, and might not be under such wake influence based on another wake
growth model. Such differences in estimated wake growth and wake speed can lead to significant differences
in the estimated wind farm power generation when different wake models are used; and theses differences
are strongly related to the Land Area per Turbine and the incoming wind speed.

II. Wake Models

Wake Model

U

D

H

s

r

Ia

Power

Generation

Model

Dwake

udef

Figure 1. General inputs and outputs of an analytical wake model

Two types of wake models are commonly used to evaluate the power reduction: (i) analytical and (ii)
computational wake models. In the analytical wake model (as shown in Figure 1), a set of analytical
expressions are used to mathematically describe the behavior of turbine wakes. Computational wake models
use complete Computational Fluid Dynamics (CFD) analysis (dictated by the Navier-Stokes equations) to
characterize the flow more accurately. However, the use of the CFD-based wake primarily depends on the
velocity immediately in front of it. In the case of wind farm layout optimization, the wake models need
to simulate the wake behavior of all installed turbines for thousands of candidate farm layouts. Compared
to CFD-based models, analytical models are thus preferred for their computational efficiency in wind farm
layout optimization.

Wind turbine wakes typically can be divided into two types: the near wake and the far wake.7 In the
near wake, the turbine geometry determines the shape of the flow field.? The region under the near wake can
be up to two to five rotor diameters downstream from the turbine, depending on the ambient turbulence.8

Many studies have been conducted on modeling the near wake using either vortex wake models or generalized
actuator disc models.7, 8 The far wake region starts once the shear layer approaches the center line, i.e.,
the flow is fully developed. Compared to the near wake, the influence of the rotor blades can be neglected
in the far wake; however, wake interactions, turbulence modeling, and the topographic effect become more
important in the far wake.

Owing to the relevant assumptions made for the far wake, far wake models are very effective in modeling
the wake expansion, as well as the velocity deficit. Moreover, in commercial wind farms, turbines are rarely
placed so close to each other; that they will be in the near wake region (of each other). Therefore, far wake
models are widely used in wind farm layout optimization problems, and are particularly investigated in this
paper.

In the case of far wake modeling, two types of models are commonly considered: kinematic models (also
called explicit models) and field models (or implicit models).7 Field models evaluate the complete flow field
or part of the flow field when the wind farm is regular (e.g., axial symmetry). A turbulence model is also
required in a field model to solve the Reynolds-averaged Navier-Stokes equations.7 However, in a field model,
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the flow magnitudes at every point need to be calculated. Also, some aspects of the flow behavior cannot
be well predicted with a regular field; to that end, models that retain 3-dimensional effects are needed.9

Compared to field models, kinematic wake models start the wake description after the wake has expanded,
and are assigned an initial transverse velocity profile for the wake. The velocity deficit is usually obtained
from global momentum conservation, and the wake growth is by the ambient turbulence and the turbulence
created by the shear in the wake.9 However, the change in ambient turbulence is not considered in kinematic
models. Hence, a turbulence model has to be coupled with kinematic wake models in order to account for
variable ambient turbulence (if needed) throughout the entire wind farm.

Considering the relatively low efficiency of field models and the nonnecessity of variable ambient turbu-
lence (in most cases), kinematic wake models are sufficient for the estimation of wind farm power generation.
Four kinematic wake models are investigated in this paper: Jensen model, Larsen model, Frandsen model,
and Ishihara model. Table 1 lists the factors considered in each wake model. The description of each wake
model will be presented in the following subsections.

Table 1. Inputs to each wake model

Input of wake model Jensen’s Frandsen’s Larsen’s Ishihara’s

Incoming wind speed X X X X

Downstream distance from the turbine X X X X

Radial distance from the turbine X X

Rotor diameter X X X X

Hub height X

Turbulence intensity X X

A. Jensen Model

The analytical wake model developed by Jensen and later reported by Katic5, 10 is one of the oldest analytical
wake models. The key assumptions in this model are that the wake behind the wind turbine has a linear
expansion, and the velocity deficit is only dependent on the distance downstream from the turbine. The
wake growth is formulated as

Dwake = D(1 + 2ks) (10)

where s is the normalized downstream distance (with respect to the rotor diameter) from the turbine. The
velocity deficit udef in the (fully developed) wake is expressed as

udef = U∞

[

1−
√
1− CT

(1 + 2ks)2

]

(11)

where the parameter k is the wake decaying constant, which represents how the wake breaks down by
specifying the growth of the wake width per unit length in the downstream direction.

B. Larsen Model

The Larsen wake model was first recommended in the European Wind Turbine Standards II (EWTS II) 1999
report for use in wake load calculations.11, 12 The derivation of this model is based on the Prandtl turbulent
boundary layer equations. The closed-form solutions to the wake growth and the mean wake speed profile
can be obtained by assuming a semi-similar velocity profile.

In this model, the Prandtl’s mixing length theory is applied, and the wake flow is assumed to be incom-
pressible, stationary and axisymmetric. The velocity deficit, depending on both the radial distance (r) and
the downstream distance from the turbine (x), can be formulated as

udef = −U∞

9

[

CTA(x + x0)
−2
]

1

3

{

r
3

2

[

3c21CTA(x + x0)
]

−
1

2 −
(

35

2π

)
3

10

(3c21)
−

1

5

}2

(12)
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where A is the rotor swept area. The wake growth in the Larsen model is given by

Dwake = 2

(

35

2π

)
1

5
(

3c21
)

1

5 [CTA(x + x0)]
1

3 (13)

where c1 is a constant that represents the non-dimensional mixing length (related to the Prandtl’s mixing
length); and x0 is another constant that denotes the turbine’s position with respect to the applied coordinate
system. The formulae used to estimate these two constants are given by13

c1 =

(

Deff

2

)
5

2

(

105

2π

)

−
1

2

(CTAx0)
−

5

6 (14)

x0 =
9.5D

(

2R9.5

Deff

)3

− 1

(15)

where Deff is the effective rotor diameter given by

Deff = D

√

1 +
√
1− CT

2
√
1− CT

(16)

and R9.5 represents the wake radius at a relative distance of 9.5 rotor diameters (9.5D) downstream from
the turbine. The blockage effect of the ground is also taken into account in this wake model; once the wake
width exceeds the hub height as it expands along the downstream direction, it starts interacting with the
ground. In the EWTS II report,13 R9.5 is defined as

R9.5 = 0.5 [Rnb +min (H,Rnb)] (17)

where Rnb is an empirical expression related to the ambient turbulence (Ia),

Rnb = max (1.08D, 1.08D+ 21.7D (Ia − 0.05)) (18)

C. Frandsen Model

The analytical wake model developed by Frandsen et al. is adopted in the Storpark Analytical Model
(SAM).14 The objective of SAM is to predict the wind speed deficit in large offshore wind farms with a
rectangular site area and equal spacing of the wind turbines.

In the Frandsen model, the turbine wake is assumed to have three impacting regimes. In the first regime,
the multiple-wake is dealt with in a single row of wind turbines. There are no mutual interactions between
turbines, and the only possible effects are from physical boundaries (such as the ground). The second regime
begins where two or more wakes meet and start interacting with each other. As a result of wake merging,
the wake in this regime stops expanding laterally but continues only in the vertical direction. In the last
regime, the wake flow tends to be in balance with the planetary boundary layer (PBL). Since the Frandsen
model was aimed at predicting the wind speed deficit in large wind farms, the wake flow will be in balance
with the PBL as long as the wind farm can be extended infinitely.

The wake growth in the first regime is given by

Dwake = D
(

βk/2 + αs
)1/k

(19)

with the wake expansion parameter β formulated as

β =
1 +

√
1− CT

2
√
1− CT

=

(

Deff

D

)2

, s = x/D (20)

where the parameter α describes the initial wake expansion. The value of k is 3 if the Schlichting solution
to the wake expansion is chosen, and 2 if the square root shape is chosen.14, 15

For the single wake case, the velocity deficit is formulated as

udef =
U∞

2

(

1±
√

1− 2
A

Awake
CT

)

(21)

where Awake is the wake impacting area corresponding to the wake width. In the “±” sign, the “+” applies
to cases in which the induction factor a ≤ 0.5, while the “−” applies to a > 0.5.
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D. Ishihara Model

Ishihara et al.16 developed an analytical wake model by using wind tunnel data for a scaled model of a
Mitsubishi wind turbine. One important feature of this model is that it accounts for the effects of turbu-
lence on the wake recovery from both the ambient turbulence and the mechanical generated turbulence.
Experiments have shown that for onshore sites, the rate of the wake recovery is high due to the existence of
sufficient turbulence in the wake. In the case of offshore sites, a relatively lower ambient turbulence intensity
is prevalent; the wake recovery is therefore more dependent on the turbine-generated turbulence. It can be
said that a wind turbine with a large thrust coefficient generally has a high wake recovery rate.16–18

The velocity profile of Ishihara model is assumed to have a Gaussian profile, and the velocity deficit is
given by

udef =

√
CTU∞

32

(

1.666

k1

)2
( x

D

)

−p

exp

(

− r2

Dwake
2

)

(22)

where the wake growth is formulated as

Dwake =
k1CT

1

4

0.833
D1−

p
2 x

p
2 (23)

The parameter p is a function of turbulence intensity, as given by

p = k2(Ia + Iw) (24)

where Ia and Iw represent the ambient turbulence and the turbine-generated turbulence, respectively. The
turbine-generated turbulence can be expressed as

Iw =
k3CT

max(Ia, 0.03)

{

1− exp

[

−4
( x

10D

)2
]}

(25)

The coefficients k1, k2, and k3 are respectively set to 0.27, 6.0, and 0.004 as found in the literature.16, 17

III. Investigation of Analytical Wake Models

The power output of a wind farm is a complex function of the incoming wind conditions, and the location
and features of the turbines in the farm. It is typical to use wake models to quantify the flow characteristics
inside the farm and subsequently estimate the power generation. However, for a given wind condition, using
different wake models would result in different predictions of the wind farm power generation. The purpose
of this paper is to investigate the impact of using different wake models on the estimation of wind farm
power generation.

A. Single Wake Test

The single wake test provides insightful information to help understand how key factors affect the wake
velocity deficit and the wake growth behind a turbine. In this section, the single wake test is conducted
for each wake model, assuming a flat terrain. The GE 2.5MW − 100m turbine is used for the single wake
test. The specification of this turbine is given in Table 2. The ambient turbulence and the turbine thrust

Table 2. GE 2.5MW − 100m Turbine

Specifications Value

Rotor diameter 100 m

Hub height 100 m

Cut-in 3.0 m/s

Cut-out 25 m/s

Rated speed 12.5 m/s
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Figure 2. Wake growth behind a GE 2.5MW − 100m wind turbine
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Figure 3. Wake speed behind a GE 2.5MW − 100m wind turbine

coefficient are assumed to be constant at 0.13 and 0.82 (onshore), respectively. Additionally, since far wake
scenarios are considered, the wake simulation starts at two rotor diameters downstream from the turbine.

Figures 2 and 3 show the wake growth and the wake speed behind the GE 2.5MW − 100m turbine
predicted by the four different analytical wake models (investigated in this paper). It is observed that,
through the entire flow field, the Frandsen model predicts the highest wake speed and the Larsen model
predicts the largest wake diameter. Since an effective rotor diameter is assumed in these two models, they
also predict a larger initial wake expansion than that predicted by the other two models. The Ishihara model
predicts the lowest wake speed; however, it yields the highest rate of wake recovery. This phenomenon can
be attributed to the greater mixing of the wake with the upper layers of the Atmospheric Boundary Layer
(ABL), which is facilitated by the turbine generated turbulence (distinctly accounted for in the Ishihara
model).
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B. Effect of Wake Models on Wind Farm Power Generation

1. Description of Numerical Experiments

Figure 4. A gird-like wind farm with 9 installed GE 2.5MW − 100m turbines

The purpose of this paper is to investigate the impact of using different wake models on the wind farm
power generation. The wake growth and the wake speed primarily depend on the velocity immediately in
front of the turbine and the downstream distance from the turbine. Through the single wake test, it indicates
that the wake behavior predicted by each wake model is significantly different. Numerical experiments are
also conducted in this paper to understand the influences of the incoming wind speed and the Land Area
per Turbine (LAT) on the wind farm power generation.

A grid-like wind farm with 9 GE 2.5MW−100m installed turbines is used for the numerical experiments,
as shown in Fig. 4. The incoming wind is assumed to have a uniform velocity profile over the rotor area, and
a fixed direction (from left to right). The range of incoming wind speed studied varies between the cut-in
speed and the cut-out speed. In order to characterize the spacing between turbines, the Land Area per MW
Installed is selected as an independent parameter, which varies in the following range2

10
D2

Pr
< AMW < 30

D2

Pr
(26)

where Pr is the rated power in MW . Therefore, the numerical range of the total land area for the concerned
wind farm is specified as

360, 000 m2/MW ≤ Afarm ≤ 1, 080, 000 m2/MW (27)

The spacing between turbines is assumed to be uniform, such that the Land Area per Turbine is given by

40, 000 m2/MW ≤ Aturbine ≤ 120, 000 m2/MW (28)

Assuming the wind farm has a rectangular shape, a fixed aspect ratio of 7
3
is specified.1 The downstream

spacing is ranged from 5D to 20D, while the lateral spacing is no less than 2D. Since turbines are uniformly
located, the ratio of the downstream spacing to the lateral spacing is also constrained at 7

3
. The ambient

turbulence intensity is fixed at 0.13.

C. Results and Discussion

1. Power Variation with the Land Area per Turbine

Figures 5(a) − 5(f) show the variation of the capacity factor with the Land Area per Turbine (LAT), obtained
for different values of incoming wind speed. Among the four analytical wake models, the Frandsen model
predicts the highest capacity factor while the Ishihara wake model predicts the lowest capacity factor. Three
scenarios are observed based on the flow patterns inside the wind farm.

In the first scenario, the incoming wind speed is very small, and the power is mostly generated from the
turbines located on the first row (as shown in Fig. 4). Other downstream turbines do not start due to the
wake is lower than the cut-in speed. As shown in Fig. 5(a), with an incoming wind speed of 4m/s, the LAT
does not affect the capacity factor predicted by the Jensen model until it reaches 27 hectares, where the
wake speed recovers enough to drive downstream turbines. The capacity factor predicted by the Frandsen
model has been already influenced by the LAT at a relatively low incoming wind speed, because the Frandsen
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(a) Incoming wind speed = 4 m/s
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(b) Incoming wind speed = 8 m/s
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(c) Incoming wind speed = 12.5 m/s
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(d) Incoming wind speed = 16 m/s
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Figure 5. Variation of the capacity factor with the Land Area per Turbine
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model predicts the highest wind speed and a relatively small wake diameter, as shown in the single wake
test (2). However, the LAT has no impact on the capacity factor predicted by either the Larsen model or
the Ishihara model, since both of them predict relatively low wake speeds.

In the second scenario, the wake speed in front of downstream turbines is significantly higher than the
turbine cut-in speed. The flow patterns inside the wind farm become more complex in this case owing
to the influences from the wake effect and the LAT. As shown in Fig. 5(b), the LAT starts to affect the
capacity factor predicted by all the four wake models at an incoming speed of 8m/s. It also can be observed
that the capacity factor improves as the LAT increases. This trend can be seen more clearly in Fig. 5(c).
Interestingly, the LAT starts influencing the capacity factor predicted by the Ishihara wake model at a higher
incoming wind speed, compared to that predicted by the other three wake models. This phenomenon can
be attributed to the relatively lower wake speeds predicted by the Ishihara model. Even at a relatively high
incoming wind, the capacity factor predicted by the Ishihara model starts being affected at a large value of
LAT (approximately 26 hectares). It is also interesting to note that the Jensen model predicts lower wake
speed than that predicted by the Larsen model up to 7D distance downstream from the turbine. However,
the LAT starts influencing the capacity factor predicted by the Jensen model at a lower incoming speed
than it does for the Larsen model. This phenomenon is attributed to the relatively larger wake diameter
predicted by the Larsen model, which causes more power reduction for the downstream turbines.

A third scenario can be observed when the first row of turbines reach their rated capacity. As the
incoming wind speed increases, the wake speed becomes higher than the rated speed in this case. Therefore,
the power generated from downstream turbines reaches the rated capacity, leading to a 100% capacity factor.
As shown in Fig. 5(d) and 5(e), the capacity factor predicted by the Frandsen model has reached 100%. As
shown in Fig. 5(f), the Jensen model also predicts a 100% capacity factor. The difference in the capacity
factor predicted by the Larsen model and by the Ishihara model decreases as the LAT increases, since the
predicted wake speeds of those two models are close to each other when the downstream distance is large,
as shown in Fig. 3. However, due to the larger wake diameter predicted by the Larsen model, it leads to a
lower rate of capacity factor increase with LAT than that yielded by the Ishihara model.

2. Power Variation with the Incoming Wind Speed

The variations of the capacity factor with the incoming wind speed is investigated at selected values of the
LAT are shown in Fig. 6(a) − 6(d). Among the four analytical wake models, we observe that the Frandsen
model predicts the highest capacity factor while the Ishihara wake model predicts the lowest capacity factor.
This result is similar to that of the single wake test as shown in Fig. 3. For a given value of the LAT, the
incoming wind speed required by the Frandsen model to reach a 100% capacity factor is lower than that
required by the other wake models.

IV. Conclusions

This paper investigates the impact of four analytical wake models on the estimated power output of a
wind farm. The influences of the Land Area per Turbine (LAT) and the incoming wind speed on the wind
farm capacity factor, in the context of using different wake models, are also investigated. For incoming wind
speeds lower than the turbine rated speed, the farm capacity factors is observed to increase with increasing
LAT, irrespective of the type of wake model used. However, for incoming wind speed significantly higher
than the rated speed, some wake models (e.g., Frandsen model) yield a constant farm capacity factor with
changing LAT (within the specified ranges); the other wake models still exhibit increasing capacity factor
with increasing LAT. The observation of constant capacity factor (with increasing LAT), for incoming wind
speeds higher than the turbine rated speed, can be attributed to the difference in incoming wind speed
and the rated speed being greater than the maximum velocity deficit in the wind farm (predicted by the
Frandsen model). When using different wake models, the maximum difference in the predicted farm capacity
factor reached a value of nearly 70% within the specified ranges of incoming wind speed and LAT. These
observations indicate that the knowledge of the comparative behavior of different wake models is crucial in
determining the reliability of wind farm designs obtained using these models.

Further research can focus on the comparison of the optimal wind farm performance obtained when using
different wake models. The influence of land shape on the wind farm power generation, in the context of
using different wake models, can also be explored in the future.
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(b) Land Area per Turbine = 20 ha
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(c) Land Area per Turbine = 25 ha
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Figure 6. Variation of the capacity factor with the incoming wind speed
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