ABSTRACT

Vehicle velocity forecasting plays a critical role in scheduling the operations of varying systems and devices in a passenger vehicle. This paper first generates a repeated urban driving cycle dataset at a fixed route in the Dallas area, aiming to contribute to the improvement of vehicle energy efficiency for commuting routes. The generated driving cycles are divided into cycle segments based on intersection/stop identification, deceleration and reacceleration identification, and waiting time estimation, which could be used for better evaluating the effectiveness of model localization. Then, a segment-based vehicle velocity forecasting model is developed, where a machine learning model is trained/developed at each segment, using the hidden Markov chain (HMM) model and long short-term memory network (LSTM). To further improve the forecasting accuracy, a localized model selection framework is developed, which can dynamically choose a forecasting model (i.e., HMM or LSTM) for each segment. Results show that (i) the segment-based forecast could improve the forecasting accuracy by up to 24%, compared the whole cycle-based forecast; and (ii) the localized model selection framework could further improve the forecasting accuracy by 6.8%, compared to the segment-based LSTM model.

Moreover, the potential of leveraging the stopping location at an intersection to estimate the waiting time is also evaluated in this study.
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1 Introduction

Short-term traffic forecasting has been extensively investigated in the past decade as a potential feasible solution to mitigate the growing concern of traffic congestion, especially with the advent of big data, artificial intelligence, and internet of things [1, 2]. It has been shown that the traffic can be significantly improved by integrating the existing road network with smart traffic light control and intelligent transportation system, based on the real-time traffic measuring and forecasting, such as the traffic flow volume, traffic density, average traffic velocity, and travel time [3].

1.1 Network Traffic Forecasting

The majority of these studies usually focus on a broader scope traffic forecasting from point-level, street-level, or network-level, serving to provide further insights for transportation management and policy making. At the very-beginning stage, several basic statistic and machine learning-based algorithms were exploited for varying traffic conditions. For instance, the auto-regressive inte-
grated moving average (ARIMA) method has been broadly adopted for point-level or street-level traffic forecasting [4]. ARIMA was adopted as a benchmark to be compared with other advanced approaches, such as support vector machine (SVM) [9], back propagation neural network (BPNN) [8], radial basis function neural network (RBFNN), Kalman filter, hidden Markov train (HMM) [7], and long short-term memory network (LSTM) [8, 9]. Historical driving records are usually considered as the training dataset for forecasting. Though only the temporal relationship is taken into account, the aforementioned algorithms are capable of predicting the traffic situations in most cases with a reasonable accuracy. It is also worth noting that there is no published report that indicates the superiority of any of these algorithms, due to diverse traffic data sources.

However, some of these forecasting algorithms may not perform well for a large area with complicated transportation networks and uncertain environmental factors. To alleviate this arising challenge, advanced deep neural networks with topological feature embedding have been employed to characterize the spatial-temporal characteristics in forecasting. Massive efforts have been performed on convolutional neural network (CNN)-based algorithms [10], which generally falls into two categories: convolution-based LSTM that integrates CNN and LSTM [11, 12], and temporal graph convolutional networks that combine graph neural network with gated recurrent units/networks [13, 14, 15]. By comparing with the reported forecasting performance, these deep learning-based methods have shown overwhelming superiority over the aforementioned classic parametric or simple-structured machine learning-based approaches. This newly-emerging trend is very likely to continue in traffic forecasting [16].

\subsection{1.2 Individual Vehicle Velocity Forecasting}

It should be noted that for the aforementioned studies, all the data has been collected from a single or a series of fixed observation locations using sensors like inductive-loop detector, wireless magnetometer, microwave radar, and video image processor. These studies emphasize more on the networked vehicles rather than an individual passenger vehicle. However, velocity forecasting for individual vehicles has drawn significant attention in the past decade, especially along with the fast-growing demand of vehicle electrification. Velocity forecasting plays a critical role in improving the energy efficiency for electric or hybrid vehicles. Velocity forecasting serves as the system input for a model predictive control-assisted or reinforced learning-based energy management system to optimize the charging/discharging schedule, the regenerative power harvest, and the operation of an on-board air-conditioning system [17, 18, 19, 20, 21, 22, 23, 24].

There are generally two major discrepancies that the individual vehicle velocity forecasting differs from the network traffic forecasting. First, individual vehicle velocity forecasting utilizes the floating velocity trajectory as the data source instead of the network traffic records. Second, individual vehicle velocity forecasting requires a significantly shorter prediction horizon at seconds, compared to the network traffic forecasting at minutes or hours timescales. The traffic forecasting algorithms discussed above are still applicable and practicable to individual vehicle velocity forecasting, which can generally be categorized into stochastic and deterministic approaches. For instance, as one of the most popularly used stochastic methods, HMM was modified by Jing et al. [25] with a fuzzy logistic model to predict individual vehicle speed 8 seconds ahead, and Zhou et al. [26] developed a self-learning multi-step Markov chain model based on simulated data. Sun et al. [27] showed that deterministic algorithms like RBFNN and BPNN performed better than HMM, and Liu et al. [28] also reported similar results that both LSTM and ARIMA outperformed HMM in 10 seconds ahead speed forecasting based on a real urban driving dataset. Moreover, the feasibility of embedding LSTM on board has been validated by Gaikwad et al. [29] with an on-board processor. Besides, Lemieux et al. [30] have investigated the deep belief network and the stacked auto-encoder for speed forecasting based on a highway speed dataset.

It is noteworthy that the individual vehicle velocity forecasting performance could be improved by considering the surrounding traffic situations when integrating network traffic forecasting. Moreover, Moser et al. [31] and Zhang et al. [32] showed that individual vehicle velocity forecasting could be improved by knowing the states of traffic lights in advance and leveraging vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. However, one of the challenges is that the policy-making and construction of intelligent transportation system is falling far behind the electrification and intellectualization of passenger vehicles. It is still economically prohibitive to enable all passenger vehicles being connected to the transportation control system and receive real-time traffic information. Based on the existing urban transportation infrastructure and vehicle installations, how to improve the velocity forecasting accuracy is still a stringent and challenging problem for vehicle energy management.

\subsection{1.3 Research Objective}

To further improve the performance of individual vehicle velocity forecasting, a hybrid velocity forecasting algorithm is developed in this study, by leveraging the fact that most of the newly-released electric or hybrid vehicles are equipped with on-board GPS devices. To validate the
proposed algorithm, a repeated urban driving cycle dataset is first generated by a same driver (with the same driving habits) in the Dallas area. The driving patterns between weekdays and weekends are investigated, and road segments are also identified. A forecasting pool that consists of HMM and LSTM is established, and a localized model selection framework is developed to dynamically choose a forecasting model at each road segment. This study seeks to enhance the forecasting accuracy with the currently available urban transportation infrastructure, and our contributions are threefold: i) generate a publicly available dataset with repeated driving cycles; ii) develop a segment-based vehicle speed forecasting model, in conjunction with a localized model selection framework; iii) explore the feasibility of leveraging the stopping position at an intersection for estimating the waiting time and thus improving the forecasting accuracy.

The remainder of the paper is organized as follows. First, the driving cycle dataset, pattern recognition, and road segments are analyzed in Section 2. The developed segment-based forecasting algorithm with model selection is applied to the dataset and compared with benchmarks in Section 3. Concluding remarks and future work are discussed Section 4.

2 Data Collection and Analyses
2.1 Data Collection

There exist several repeated driving cycles based on a fixed route published in the literature, such as the Connected Ann Arbor (A2) dataset [28], the Gothenburg driving dataset [33], the Seoul expressway testing dataset [34], and the Fort Collins repeated driving cycle dataset [29]; however, few datasets are publicly available. Another practical way to obtain repeated driving cycles is to extract the repeated routes from large-scale traffic or vehicle energy consumption dataset that covers a certain period of time, such as the Geolife Trajectories [17] the vehicle energy dataset (VED) [2], the performance measurement system (PeMS) dataset [3], the Roma taxi dataset [4], and the San Francisco bay area taxi dataset [5].

To better understand the impacts of vehicle speed forecasting on energy management, we have generated a Dallas repeated driving cycle (DRD) dataset [6]. In this dataset, dozens of driving cycle tests have been performed on a fixed route in the Dallas area to simulate a typical commuting route for passenger vehicles, which consists of an expressway test of 5 kilometers and a local urban road test of 20 kilometers, as shown in Fig. 1. The dataset was acquired between December 2020 to January 2021 at around 4:45 PM to 6:00 PM, in which each cycle takes approximately 30 minutes using a conventional internal combustion engine passenger vehicle. All the testing cycles were conducted with a fixed route by the same driver with similar driving manners. It needs to be noted that some of the traffic signals in this area are adaptively controlled in a daily or continuous real-time manner, according to the progress report of a regional traffic retiming program [36]. More repeated commuting cycles by different drivers are expected to be included in the DRD dataset in the coming future.

Several critical dynamic driving parameters and indices are recorded using a GPS logger (brand: Garmin, model: eTrex 10) and a camera. All the data are time-stamped with a time interval of 1 second for the sake of accuracy and consistency, including the vehicle velocity, altitude and longitude information, elevation, heading direction, and traffic light picture/video. Compared with other datasets, a remarkable merit of this DRD dataset is that it covers a broader road types with tens of intersections, and traffic light images can be used as a potential tool for intersection waiting time prediction.

The testing route of DRD repeated driving cycles, which is close to the University of Texas at Dallas.

2.2 Data Processing

As a preprocessing step, clustering plays an important role in improving the forecasting accuracy. For velocity forecasting using historical data, there are two general approaches to cluster the data and identify major spatial-
temporal patterns: i) cluster the cycles for pattern recognition, split the grouped cycles into segments, perform another round of clustering for the segments, and then establish the forecasting models; ii) skip the first-round clustering, and follow the rest steps [24, 37]. Note that unsupervised clustering can be transformed into supervised classification by manually labeling the data with expert knowledge, i.e., the cycles can be classified directly into weekday and weekend/holiday conditions based on daily driving experiences.

To quantify the traffic discrepancies between weekdays and weekends, a congestion index \( \varepsilon_{it} \) (of a location \( i \) at time \( t \)) is modified here by comparing the measured floating vehicle velocity with the free-flow velocity [38], as defined in Eq. 1. The parameter \( S_{it} \) represents the free-flow velocity defined by the maximum value recorded, while \( V_{it} \) represents the current vehicle velocity. A larger index \( \varepsilon_{it} \) indicates a relatively more severe traffic congestion. Here, a total of 18 locations away from the intersections are selected randomly using the stratified sampling algorithm, as shown in Fig. 1. The discrepancies between weekdays and weekends/holidays are illustrated in Fig. 2. It is seen that there do not exist many significant differences between weekdays and weekends/holidays, except the saturated section ranging from location 2 to 5 on the upper-right corner, which illustrates an improvement of the highway traffic on weekends and holidays. The possible reason behind this phenomenon is the current remote-work environment due to the COVID-19 pandemic. It is also noticed that the whole trip takes an averaged time of 1,801 seconds on weekends and holidays, which is 193 seconds shorter than that on weekdays. By investigating the details of route segments, it is observed that moving through the intersections in weekdays requires extra time, as shown in Fig. 3.

\[
\varepsilon_{it} = \frac{S_{it}}{V_{it}} - 1
\]  

(1)

2.3 Intersection/Stop Identification

Given the preceding analysis, the second clustering approach discussed in Section 2.2 (i.e., split the grouped cycles into segments, perform another round of clustering for the segments, and then establish the forecasting models) is employed here for feature identification in the study. The driving cycles are directly divided into segments, followed by a time sequence clustering of the segments if necessary. Specifically, all the intersections are extracted from the route as separated segments because of their significant impacts on the whole driving time. A location is identified as an intersection or a T-junction with stop (yield) sign if it is detected with a complete stop or low velocity (i.e., 10 km/h) more than twice. Once the intersections are located, the routes in between will also be defined as independent cycle segments. It is worth mentioning that there are two major reasons why traffic signal identification is necessary rather than using the labeled data from public map sources directly: i) the vehicles have a high probability of moving through some labelled intersections or T-junctions without any interruption; ii) the vehicles need to wait two cycles at some traffic lights due to the heavy traffic conditions, resulting in another indirect hidden stop.

As can be seen from Fig. 4, the final location of a vehicle is scattered at an intersection, depending on the traffic volume and its arrival time. The furthest point downstream among all is treated as the location of the intersection. The primary step here is to organize the stop points that belong to the same intersection or potential stop into a group. General machine learning-based clustering algorithms like K-means and hierarchical clustering have been tested however with unsatisfied performance, since it is challenging to determine the appropriate number of clusters. In this study, we attempt to cluster the stop points using the maximum
distance method, in which only connections with a distance smaller than the maximum threshold will be considered to form a same group, i.e., 40 m for this DRD dataset. Given the specific velocity profile, the maximum distance approach has a great superiority regarding the accuracy over iterative methods, as it determines a group in a more straightforward manner by merely using a hard distance threshold. When applying to a large driving cycle dataset, the divided-and-conquered algorithm could be employed to further reduce the computational complexity in calculating the distances among varying points. The clustering results are also highlighted in Fig. 4. A group consisting of fewer than three points is ignored and will not be treated as an intersection or a stop, given a low stopping probability of 6.4% (2/31).

FIGURE 4: Intersection detection using the velocity profile and its location on a map. The left figure shows the locations of intersections after identification. The onward route before the first stop sign has been removed, so has the return route. Annotations 1 and 2 illustrate that these two intersections are equipped with traffic lights but will be ignored as a normal straight road due to a low stopping probability. Annotation 3 indicates that vehicles are very likely to stop moving somewhere between two intersections because of heavy traffic, which may be regarded as a stop.

2.4 Road Segment
To better model the velocity trajectory passing through an intersection, besides the final stopping location, it is also crucial to identify the deceleration and reacceleration processes and divide the routes into varying segments, as illustrated in Fig. 5. An intersection segment consists of a deceleration, a waiting, and a reacceleration process, while a normal road segment refers to a continuous move at a steady speed. When it comes to the local street with a lower speed limit and a smaller traffic volume, i.e., a stop sign, the deceleration and acceleration prepossess are captured with a very similar pattern, i.e., same stopping locations and almost equal waiting time.

Following the principle discussed above, the whole cycle is divided into 42 segments using location coordinates, and a portion of the segments are presented in Figs. 6 and 7. It is seen from the figures that within a same road segment, the velocity patterns may still differ, especially for intersection segments. However, it is observed from Fig. 4 that the trend of velocity trajectories versus location for intersection segments are more uniformed than that versus time in Fig. 6. The possible discrepancies are mainly due to the waiting time for traffic lights. Thus, no further clustering is implemented in this study. We also assume that the final stopping location may have considerable influences on the waiting time at an intersection, which is crucial to vehicle energy management and will be further investigated in the following section.

FIGURE 5: The schematic diagram for road segment division

3 Velocity Forecasting Methods and Results
From the perspective of energy management with a specific driving route, it is expected that accurate traffic forecasting, including the averaged velocity, the deceleration and acceleration processes, and the waiting time on intersections in particular, could significantly enhance the efficiency via energy scheduling and planning. In this study, we develop a method to dynamically select the LSTM or the HMM model to forecast the velocity at each segment, and also develop a back-propagation neural network (BPNN) model to estimate the waiting time at intersections.

3.1 Long-short Term Memory Model
Long-short Term Memory Model is an improvement over the recurrent neural network (RNN) with feedback connections designed to address the long-term dependency challenge when modeling sequential events by propagating through time. In addition to existing structures of RNN like hidden states, LSTM employs a novel layer named cell states, which is utilized to selectively store the previous event information and alleviate the vanishing/exploding gradient issue.
In this study, a typical LSTM structure with a forget gate and around 225 hidden units is employed to forecast velocity 10 steps/seconds ahead, which takes approximately 300 epochs to converge with the adaptive learning rate optimization algorithm Adam. A total of 25 randomly-selected cycles are utilized as the training data, and another 3 cycles are used for verification. The detailed settings of the models may differ from segment to segment. The forecasting outputs of both the segment-based method and the whole cycle-based method are presented in Figs. [a] and [b] respectively.

To evaluate the accuracy of the forecasts, two evaluation metrics including the mean absolute error (MAE) and the root-mean-square error (RMSE) are adopted here, expressed as:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i| \quad (2)
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2} \quad (3)
\]

where \(\hat{y}_i\) and \(y_i\) are the forecasted and actual value of sample index \(i\), respectively. The segment-based forecast shows an MAE of 1.91 m/s and an RMSE of 3.2 m/s; while the MAE and RMSE of the cycle-based forecast are 2.52 m/s and 3.78 m/s, respectively. The segment-based forecast has reduced the MAE and RMSE by 24% and 15%, respectively, compared with the whole cycle-based forecast. It is also observed from the figures that the segment-based forecast tends to follow the general features within the cycle segment. For example, it mistakenly predicts two decelerations and misses one moving stop. Overall, the results validate the effectiveness and importance of the segment analysis discussed in Section 2.

3.2 Hidden Markov Chain Model

Hidden Markov chain is a discrete-time stochastic memory-less process to model a sequence of events, in which the future state or action only depends on the current state. The chaining process is characterized by a set of implicit observation \(O\) and each \(S\) is a memory-less process to model a sequence of events, in which the future state or action only depends on the current state. The observed from the figures that the segment-based forecast tends to follow the general features within the cycle segment. For example, it mistakenly predicts two decelerations and misses one moving stop. Overall, the results validate the effectiveness and importance of the segment analysis discussed in Section 2.

Another fundamental assumption of HMM is that the explicit observation \(O\) only relies on the state that generates the observation with a probability of \(B = [b_j(O_i)]\). Starting with an initial probability distribution over states \(\pi\), an HMM process can be modelled as \(\lambda = (A, B, \pi)\).
To apply HMM for velocity prediction, it is required to transform the historical speed records into a set of observations indexed by integers. If the numbers of states and observations are known and set to be equal, the probability matrix $A$ and $B$ can be solved by calculating the frequency counts of a labeled state transition among all the transitions or a specific observation among the observations. In this study, the DRD dataset contains a very limited number of data points, posing challenges in directly solving this problem, as the matrix might be singular. Here, we obtain a model by employing the Baum-Welch algorithm that treats the hidden states as implicit variables using an expectation maximization algorithm, and the detailed derivation and explanation can be found in Ref. [39]. After the model is trained, the prediction procedure uses a sequence of velocity as the observation input, and a dynamic programming (i.e., Viterbi) algorithm as the solver to acquire the most probable state path. The prediction results can be achieved one step ahead along the HMM chain.

To predict the 10 seconds ahead velocity, approaches with different step windows can be used, e.g., 5 steps ahead with a 2-second interval or 2 steps ahead with a 5-second interval. The reason to adopt these recursive multi-step approaches is that most of the decelerations and accelerations in the DRD dataset occur within 12 seconds, and it is challenging for a one-step 10-second ahead direct prediction to capture these processes using HMM. The 2 steps and 5 steps ahead predictions are shown in Figs. 9(a) and 9(b), respectively. The recursive 2-step method yields an MAE of 2.01 m/s and an RMSE of 3.33 m/s, compared to the 2.86 m/s MAE and the 4.52 m/s RMSE of the 5-step method. The accuracy discrepancies are mainly due to error accumulations, where a double recursion performs better. Compared with the LSTM forecasting, there exist several drastic fluctuations in the HMM forecasting, which may lead to undesired disturbances when applying to the energy management system, though both the LSTM and HMM accuracies are similar. One potential reason to cause these drastic fluctuations is due to the sparsity of the transition and observation matrix, which could be mitigated by collecting more driving cycles or leveraging data augmentation techniques [34]. Moreover, the whole cycle-based HMM forecast shows a lower accuracy than the segment-based HMM, with an MAE of 3.36 m/s and an RMSE of 5.13 m/s, which also validates the effectiveness of segment-based forecasting.

### 3.3 Localized Model Selection

We have observed that the accuracies of LSTM and HMM models differ from segment to segment. To further
improve the forecasting accuracy, a localized model selection framework is developed for determining the best model of each segment with a higher accuracy. Specifically, the LSTM model acts as a base model due to its higher global accuracy. For certain segments, the LSTM model will be replaced by an HMM model if the MAE difference is higher than a threshold, which is set to be 1 m/s for this DRD dataset. Ideally the model selection framework should be established by extensive comparisons based on a large number of historic records and forecasting outcomes. However, due to the lack of data, we only utilize the comparative results of two driving cycles conservatively, as shown in Fig. 10. A group of 8 segments are obtained with better performances when using the HMM model. Another potential method for model selection is to utilize a reinforcement learning approach as illustrated in Ref. [40].

The localized model selection framework is applied to velocity forecasting with a new driving cycle. The forecasting results of both the hybrid model and the base LSTM model are compared in Fig. 11. It is observed that the hybrid forecasting based on the localized and segmental models has improved the segment-based LSTM forecasting accuracy by 6.8%, as tabulated in Table 1. This improvement mainly results from the replacement of LSTM with HMM in these predefined segments, as illustrated in Fig. 12. The model selection yields an accuracy of 75% (6/8) and a recall (i.e., the ratio of the segments that have passed the accuracy threshold but not been selected) of 25% (2/8). Overall, the localized model selection framework is able to further improve the forecasting accuracy for this DRD dataset.

### Table 1: Global forecasting error evaluation

<table>
<thead>
<tr>
<th></th>
<th>HMM</th>
<th>LSTM</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE (m/s)</td>
<td>1.96</td>
<td>1.75</td>
<td>1.63</td>
</tr>
<tr>
<td>RMSE (m/s)</td>
<td>3.19</td>
<td>2.65</td>
<td>2.55</td>
</tr>
</tbody>
</table>

### 3.4 Estimation of Waiting time

As discussed in Section 2.4, it is assumed that the waiting time at an intersection can be estimated based on the stopping location at roughly the same time period of a day. We extract all the intersections and the waiting time in the dataset, and establish BPNN models for the intersection segments. The neuron numbers in the two hidden layers are different, ranging from 2 to 6 among varying cases, which are determined via an exhausting search method. The model uses 25 cycles for training, 3 cycles for validation, and the remaining 3 cycles for testing. The actual and
estimated waiting time of one testing case are compared in Fig. [13] yielding an overall averaged MAE of 18.36 seconds and an RMSE of 25.67 seconds. This is an acceptable result, since the waiting time estimation is mainly used to help schedule the operations of the on-board air conditioning system and other systems to avoid overlapping with the motor energy demand during acceleration.

The waiting time highly depends on arrival time counting based on the traffic light cycles. The mechanism behind this BPNN approach is that the arrival time can be estimated based on the location of the vehicle under the condition of a constant traffic volume. However, the location of the vehicle could be affected by the actual space between two vehicles. An alternative way to further improve the waiting time estimation accuracy is to analyze the traffic signal via image detection, which will be further investigated in our future study.

![Figure 13: The estimated waiting time vs. the actual waiting time](image)

4 Conclusion

This paper generated a repeated urban driving cycle dataset at a fixed route in the Dallas area. Based on the data preprocessing and intersection identification, cycle segmentation was conducted to provide location-dependent segmental data for improving velocity forecasting. A segment-based velocity forecasting method was developed, by using LSTM and HMM, to perform 10 seconds ahead forecasting. Results showed that the segment-based LSTM forecast has reduced the MAE and RMSE by 24% and 15%, respectively, compared the whole cycle-based LSTM forecast.

To further improve the forecasting accuracy, a hybrid approach based on a localized model selection framework was developed. Specifically, the LSTM model was selected as a base model, which will be replaced by the HMM model at certain segments, when the LSTM has a lower accuracy. Results showed that a 6.8% improvement was obtained from the localized model selection framework. A BPNN-based intersection waiting time estimation model was also established and validated with an acceptable accuracy. The improvements in both velocity forecasting and waiting time estimation will lead to better energy management, especially for electric or hybrid vehicles.

Potential future work will (i) further improve the localized model selection by using more data or exploring reinforcement learning for model selection, and (ii) detect/identify the traffic signals via CNN-based image identification techniques to further improve the waiting time estimation.
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