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Abstract—Decomposing the large distribution grids into interconnected microgrids (MGs) can potentially enhance the power system efficiency, sustainability, resiliency, and reliability. However, energy management within the entire network would be more complicated and challenging. This paper develops a novel energy management framework for interconnected MGs based on a blockchain technology. Utilizing the blockchain technology can potentially enhance the system security, and also reduce the system risks, mitigate financial fraud, and cut down the operational cost. A priority list is first defined to get into an efficient energy trade-off within the interconnected MGs. Moreover, the incentive contract is proposed to provide a price discount for a party that purchases more power from one sub-MG. A stochastic framework based on the Unscented Transform (UT) technique is also established to manage the uncertainties associated with hourly load demands and output power of renewable energy sources. The proposed model is formulated as a mixed-integer linear programming (MILP) problem and solved through the blockchain-based energy/power management algorithm. The case study includes residential, industrial, and commercial MGs, namely three residential, one commercial, and one critical load (hospital). The simulation results show the high efficiency and effectiveness of the proposed model and validate its economic and reliability merits.
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NOMENCLATURE

Sets/Indices

\( \Omega_{/d} \) Set/index of distribution line
\( \Omega_{/l,n} \) Set/index of load
\( \Omega_{/m} \) Set/index of distribution nodes in microgrid \( m \)
\( \Omega_{/DL} \) Set of distribution lines
\( \Omega_{/DG} / i \) Set/index of DGs
\( \Omega_{/MG} / m \) Set/index of MGs
\( \Omega_{/es} / e \) Set/index of energy storage
\( \Omega_{/t} / t \) Set/index of time periods
\( \downarrow, \uparrow \) Maximum, Minimum values for a variable

Parameters

\( C_{im} \) Generation cost of DG \( i \) in microgrid \( m \)
\( D_{dmt} \) Demand of load \( d \) in microgrid \( m \) at time \( t \)
\( R_{im}, R_{im}^{D} \) Ramp up/down rate for DG \( i \) in microgrid \( m \)
\( R, X, Z \) Resistance, reactance, and impedance of distribution lines
\( S_{im}^{U}, S_{im}^{D} \) Startup/shutdown cost of DG \( i \) in microgrid \( m \)
\( \chi_{im}, \chi_{im}^{F} \) Number of successive on/off hours for DG \( i \) in microgrid \( m \)
\( \chi_{em}, \chi_{em}^{d} \) Number of successive charging/discharging hours for energy storage \( e \) in microgrid \( m \)
\( \lambda_{im}, \lambda_{im}^{D} \) Minimum up/down time of DG \( i \) in microgrid \( m \)
\( \tau_{c}^{em}, \tau_{d}^{em} \) Minimum charging/discharging time for energy storage \( e \) in microgrid \( m \) at time \( t \)

Variables

\( T_{L} \) Current flow of distribution lines
\( P_{m}, P_{S} \) Purchase/selling power in microgrid \( m \) at time \( t \)
\( P_{im} \) Active power generated by DG \( i \) in microgrid \( m \) at time \( t \)
\( P_{ES}^{em} \) Output power of energy storage \( e \) in microgrid \( m \) at time \( t \)
\( P_{c}, P_{c}^{d} \) Charging/discharging power of the energy storage \( e \) in microgrid \( m \) at time \( t \)
\( P_{L} / Q_{L} \) Active/reactive power flow of distribution lines
\( V \) Buses voltage magnitude
\( W \) Weight factor
\( w_{L} \) Status of the distribution line
\( \Delta V \) Distribution lines variable that is needed to apply KVL
\( \theta_{em}^{d}, \theta_{em}^{d} \) Charging/discharging status of energy storage \( e \) in microgrid \( m \) at time \( t \) (binary variable)
\( \mu \) Mean value
\( \sigma \) Covariance
\( \delta_{im} \) Status of DG \( i \) in microgrid \( m \) at time \( t \) : 1 if DG is on, and 0 otherwise
\( \delta_{p}^{i}, \delta_{p}^{d} \) Purchasing/selling binary status of microgrid \( m \) at time
\( \psi_{em} \) State of charge (SOC) for energy storage \( e \) in microgrid \( m \) at time \( t \)
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I. INTRODUCTION

MICROGRIDS (MGs) are small distribution grids that are comprised of distributed energy resources (DERs) and loads, which can operate in both grid-connected and islanded modes [1]. This ability can lead to significant advantages, such as higher resiliency, higher reliability, lower losses, and lower operational costs. MGs are considered as the most effective way to exploit the full benefits of DER if coordinated properly by the Distribution System Operator (DSO) [2]. However, effective and reliable energy management is required, considering the uncertainty associated with renewable energy power and load demands.

Depending on the ownership and operating model of the MGs, they may have different objectives and policies from the DSO, who is responsible for the security and power flow management within the wider distribution network. Since the network is physically interconnected, any change in any subsystem (MGs) can have an impact on other sub-networks. According to the IEEE standard 1574.4, the operation, security, and reliability of the power grids can be improved by decomposing the large grids into interconnected MGs [3]. However, the energy management of the interconnected MGs would be more complicated and challenging.

Efficient energy management of a single MG has been investigated extensively in the literature [4-9]. For instance, in [4] a robust optimization approach was developed, considering load and distributed generator (DG) uncertainties. The optimal energy management of multi-period islanded MG was investigated in [5], where the authors utilized the Bender decomposition technique for grid-connected and islanded modes to overcome the complexity of the problem. The economic dispatch problem within a single MG was studied in [6-8], where the authors considered additional spinning reserve to guarantee the stability of MG operation. In [9], the market perspective of MG was studied by employing mixed-integer linear programming (MILP). The high penetration of renewable energy sources was investigated in [10], [11] by considering energy storage to manage uncertainties. The optimal operation of an MG, considering dynamic line rating (DLR) limitations of distribution lines, was investigated in [12].

Although energy management of a single MG has been widely researched, the impact of interconnectedness within a system of several interconnected MGs has not been well investigated. The energy management of interconnected MGs based on multi-agents was studied in [13], where the main objective was to minimize the power mismatch. An effective energy management of interconnected MGs was investigated in [14], where the authors considered the uncertainties of load demand in some of the MGs together with constant loads. Reference [15] solved the energy management of several MGs through a bi-level formulation, where the upper-level solved the central market clearing problem and the power dispatch was solved in the lower-level problem. The economic dispatch of interconnected MGs with uncertainties (in generation and demand) was studied in [16], whereas [17] developed a robust optimization technique for renewable-based interconnected MGs. In [18], a decentralized framework based on a bi-level optimization was proposed, where the upper-level dealt with the negotiations among all entities and the lower-level changed the non-converging penalties to make the problem feasible. The authors utilized Monte Carlo simulations (MCs) to model the associated uncertainties.

The energy management of interconnected MGs has been investigated in the above work. However, a decentralized, transparent, and secure trade of energy among the interconnected MGs has not been well investigated in the literature. To this end, this paper proposes to use the blockchain technique in energy trading. A blockchain is a decentralized, transparent, and secure technique, which includes a public ledger of all cryptocurrency transactions to be accessible by all sub-systems [19]. The most recent transactions are continuously recorded and added to the blockchain in a chronological order. This allows market participants to keep track of digital currency transactions without central record keeping. Each node gets a copy of the blockchain, which is updated automatically. It has been reported in the literature that the blockchain decentralized framework offers significant advantages, such as higher transparency, security, traceability, efficiency, speed, and low cost [20]-[22]. Hence, in this paper, a new framework for interconnected MGs is developed by implementing blockchain based on an incentive contract. The proposed incentive contract technique provides an option for one MG to get more discount when purchasing more power. To have a fair and effective energy management strategy, a priority list is defined based on the common and critical loads. It should be noted that in traditional power grids, the authority is given to DSO to manage distribution feeders. However, in modern power systems, the DSO and MG may have different utility operators. Therefore, power/energy management in different MGs may be based on different rules and policies. On the other hand, since the entire grid is composed of interconnected MGs, any change in any of the subsystems will affect the network operation from the system-level perspective, due to the high level of interconnectedness within the system. Due to these reasons, a full blockchain algorithm is essential to enhance not only the security of a MG, but also to reduce system risks, mitigate financial fraud, increase the surety of power trading, and cut down the operational cost of the entire network. Considering all these factors, as well as incentive prices for active agents within the network, the blockchain-based energy management will become a complicated and challenging problem to solve.

Furthermore, a stochastic framework based on the unscented transform technique (UT) [23]-[24] is employed to manage the uncertainties in the power output of DERs and load demands. The UT method is an estimation technique, which has shown significant advantages compared to other alternatives, e.g., Monte Carlo simulations (MCs) that need a considerable number of iterations to converge and it is not suitable for correlated environments [25]. The main contribution of this paper can be summarized as follows:

- A new fully decentralized, transparent, and secure framework based on blockchain is developed for energy management of interconnected MGs. The proposed frame-
work includes decentralized processing with the minimal exchange of power among interconnected MGs.

- A priority list is developed based on incentive contracts and various types of loads, including residential, industrial, and commercial loads.
- A nonlinear stochastic framework is developed to model the uncertainties associated with the problem based on the UT technique.

The rest of the paper is organized as follows. Section II describes the mathematical modeling of the proposed problem. Section III presents the stochastic framework based on the UT technique. Section IV describes the blockchain technology, as well as the incentive price. Section V summarizes the solution procedure of the proposed problem. Section VI shows the simulation results, followed by the conclusion in Section VII.

II. EFFECTIVE SCHEDULING OF INTERCONNECTED MICROGRIDS

In this section, a thorough mathematical model is developed for the power management of interconnected MGs. A single objective optimization problem is formulated, seeking to minimize the total operation cost of the interconnected MGs while satisfying all the associated constraints. Figure 1 shows the schematic framework of the proposed interconnected MGs network that includes a hospital MG (as crucial load), a commercial MG (as intermediate level load), and residential MGs (as non-critical loads). The individual MGs manage their own power generation/consumption to the extent that power balance is satisfied in the MG. Once there is power surplus or deficit in individual MGs, the blockchain technology will control and implement power management among MGs and allow individual MGs to share certain generation/consumption.

It should be noted that the residential microgrids are separated and considered as the non-urgent loads. The proposed problem is formulated as a mixed-integer linear programming (MILP) problem, which has a fast convergence speed, as well as providing a general framework for modeling a large variety of problems. Also, the MILP problem can be solved by a standard mathematical programming solver, and CPLEX is adopted in this paper. The objective function and the constraints are explicitly described in the following subsections.

A. Objective Function

The objective function (1) minimizes the overall operation cost of the interconnected MGs and consists of four different parts: (i) generation cost of the DGs within each MG, (ii) startup and shutdown of DGs, (iii) purchasing energy by each MG, and (iv) selling energy by each MG for a time horizon of 24-hour.

\[
\min \sum_{i,m,t} \left[ (C_{im}P_{imt}) + (S^U_{imt}P_{imt}) + (S^D_{imt}P_{imt}) \right]
\]

\[
= \min \sum_{i,m,t} \left[ (C_{im}P_{imt}) + (S^U_{imt}P_{imt}) + (S^D_{imt}P_{imt}) \right]
\]

Where \( t \in \Omega^T \), \( i \in \Omega^{DG} \), and \( m \in \Omega^{MG} \) throughout this paper. It should be noted that in (1), the output power of DGs, purchasing power, selling power, and status of DGs are decision variables. Also, for the cost of DGs in equation (1), only controllable DGs in the network are considered, e.g., diesel units.

B. Constraints

Power balance constraint: This constraint guarantees the hourly power balance as indicated in (2).

\[
P_{imt}^P - P_{imt}^S + \sum_{t} P_{imt} + \sum_{e} P_{eimt} = \sum_{d} D_{dmt} \quad \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

Purchasing and selling power limitation: The purchasing and selling power of each MG is limited by a minimum and maximum capacity, as in (3) and (4), respectively.

\[
P_{imt}^P \leq P_{imt}^P \leq P_{imt}^D, \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

\[
P_{imt}^S \leq P_{imt}^S \leq P_{imt}^D, \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

Unit generation capacity: Equation (5) represents the minimum and maximum capacity of each dispatchable unit.

\[
P_{imt}^P \leq P_{imt}^P \leq P_{imt}^T, \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

\[
Q_{imt}^S \leq Q_{imt}^S \leq Q_{imt}^T, \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

Ramp up and ramp down constraints: Limits of ramp up/down rate for increasing or decreasing the units’ production are represented in (6) and (7), respectively.

\[
P_{imt} - P_{imt-1} \leq R_{imt}^U, \forall i \in \Omega^{DG}, \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

\[
P_{imt-1} - P_{imt} \leq R_{imt}^D, \forall i \in \Omega^{DG}, \forall m \in \Omega^{MG}, \forall t \in \Omega^T
\]

Minimum up and downtime constraints: When a generation unit is turned on (off), it should be run (off) for some time before it is turned off (on) again. Accordingly, (8) and (9)
stand for the minimum up and downtime for each generator, respectively.

\[
\chi_{im}^\text{on} \geq \frac{c_i}{\delta_{im}(t-1)} - \delta_{im(t-1)}
\]

\[
\forall i \in \Omega^D, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
\chi_{im}^\text{off} \geq p_{im}(1 - \delta_{im(t-1)} - \delta_{im(t)})
\]

\[
\forall i \in \Omega^D, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

Energy storage limitations: Each storage unit has a minimum and maximum limitation on charging and discharging rate, as expressed in (10) and (11), respectively. Moreover, the storage unit cannot be in charging and discharging modes simultaneously, as expressed by (12). The state of charge (SOC) is considered by the amount of charged/discharged power in (13) and is also limited by the capacity constraint (14). In addition, energy storage follows a minimum charging and discharging time, as given in (15) and (16), respectively.

\[
P_{\text{emt}}^E \leq p_{\text{emt}}^d - p_{\text{emt}}^c \]

\[
\forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
P_{\text{emt}}^E \geq p_{\text{emt}}^d - p_{\text{emt}}^c \]

\[
\forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
\rho_{\text{emt}} + \vartheta_{\text{emt}} \leq 1; \forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
\psi_{\text{emt}} = \psi_{\text{emt}(t-1)} - P_{\text{emt}}
\]

\[
\forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
0 \leq \psi_{\text{emt}} \leq \psi_{\text{emt}(t)}; \forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
\chi_{\text{emt}}^E \geq \tau_{\text{emt}}^c(\rho_{\text{emt}} - \rho_{\text{emt}(t-1)})
\]

\[
\forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

\[
\chi_{\text{emt}}^d \geq \tau_{\text{emt}}^d(\vartheta_{\text{emt}} - \vartheta_{\text{emt}(t-1)})
\]

\[
\forall e \in \Omega^E, \forall m \in \Omega^M, \forall t \in \Omega^T
\]

Power flow constraints: Equations (18)-(24) represent the AC power flow model in a radial distribution network based on a set of recursive equations called DistFlow branch equations. In this regard, (18) and (19) assure the active and reactive power balances at network buses, respectively; (20) and (21) guarantee the Kirchhoff’s voltage law to the distribution and tie lines, respectively. Therefore, the terms \( P_{\text{in},t} \) and \( Q_{\text{in},t} \) show the active and reactive power flow in the lines, respectively. Also \( \Delta V_{m,n,t} \) denotes the auxiliary variable, which is zero if line \( mn \) is switched on at time period \( t \), and a positive or negative value depending on the difference between the voltages of the sending and receiving ends of line \( mn \). Also, voltages of each node, as well as the current of distribution lines should be within their limits, as expressed in (22)-(24).

\[
\sum_{l \in \Omega^D} \left[ P_{m,n}^L - R_{m,n}^L \right]^2 - \sum_{n \in \Omega^D} P_{n,m}^L + P_{m,n}^L \geq \chi_{\text{er},m,n,t}^L
\]

\[
\forall i \in \Omega^D, \forall m \in \Omega^M, \forall t \in \Omega^T, \forall e \in \Omega^E, \forall d \in \Omega^D
\]
Step 1: Utilize (25) and (26) to find out $2q + 1$ samples from the input uncertain data.

\[ x_0 = \mu \]  
\[ x_\omega = \mu \pm \left(\sqrt{\frac{q}{1-W^0}}\right)_\omega; \omega = 1, 2, ..., q \]  

In (26), $\left(\sqrt{\frac{q}{1-W^0}}\right)_\omega$ is the $\omega$th row or column of matrix square root of $(\frac{q}{1-W^0})$. Here, $W^0$ is the weight of the mean value $\mu$ [24].

Step 2: Use (27) and (28) to calculate the weight associated with each $x$. It is worth noting that the associated weights should satisfy (29).

\[ W_\omega = \frac{1 - W^0}{2q}; \omega = 1, 2, ..., q \]  
\[ W_{\omega+q} = \frac{1 - W^0}{2q}; \omega = q + 1, q + 2, ..., 2q \]  
\[ \sum_{\omega=0}^{2q} W_\omega = 1 \]  

Step 3: Give $2q + 1$ sample points to the nonlinear function to obtain the output samples according to (30).

\[ y_\omega = f(X_\omega) \]  

It should be noted that in the UT method, the nonlinear function is considered as a black box. Hence, no simplification or linearization is required.

Step 4: Calculate the covariance $\sigma_y$ and the mean $\mu_y$ of the output variable $Y$ as (31) and (32).

\[ \mu_y = \sum_{\omega} W_\omega Y_\omega \]  
\[ \sigma_y = \sum_{\omega} W_\omega (Y_\omega - \mu_y)(Y_\omega - \mu_y)^T \]  

IV. BLOCKCHAIN AND INCENTIVE CONTRACTS FOR INTERCONNECTED MICROGRIDS

This section describes the proposed blockchain-based transaction mechanism. A transaction in the interconnected MGs involves a blockchain model and an incentive contract model, as described in the following subsections, followed by a generic example to clarify the procedure.

A. The blockchain model

Recently, blockchain has attracted a considerable amount of attention in the literature [27]. A blockchain is a developing list of records, called blocks, which are connected using the hash address (HA). Blockchain is adopted in this paper to provide a decentralized incentive contract strategy to improve the procedure’s security and transparency. To this end, each block, that stands for a trade in the interconnected MGs, possesses a growing HA. When a trade occurs within the network, a new block with a new HA is generated and chained to the previous block by using the previous block’s HA. This successive procedure is continued until the last trade takes place.

Blockchain, in general, secures transactions against manipulation and unauthorized access. While the HA cannot be retrieved from the uncommitted members of the network, it is visible by all the active MGs which have participated in the trade. In other words, every member can observe the information of all blocks, assuring transparency within the network. Moreover, there is no need for a central agent to store and access private information and control the transactions among the members, promising a genuinely decentralized approach. Another advantage of blockchain is the smart contract that will be generated, signed, and executed for all users before they join the network.

B. Incentive contract and priority models

Generally, there are two types of markets in the normal operation: (1) the buyer’s market and (2) the seller’s market. According to economics, increasing the demand with a constant supply will increase the consumers’ costs [28]. In order to provide a competitive market for all players, an incentive contract pricing mechanism is proposed to provide the electricity buyers with different offers based on the amount of the needed power. In this environment, the sellers have an option to offer the prices according to the demand, considering the power they can provide. To this end, a higher load demand motivates the seller to offer a lower generation price to win in the tender, providing an option for each MG to reduce their costs during a one-time transaction.

A priority system delivers the power to each MG based on the importance level of the load. This system ranks the MGs according to the nature of their load, and a higher priority is granted to critical loads, such as hospital and public services. The loads of medium importance are considered as commercial loads, and the lowest priority is assigned to residential loads.

C. Numerical example

This subsection clarifies the above concepts through a generic example. Considering that MG1 (residential load) and MG3 (hospital) are short in the next hour, of $P = 250$ kW and $P = 100$ kW, respectively. These demands are announced by generating a new block with the associated HA of X1, showing to the committed MGs that $P = 350$ kW is needed at the next hour. Once the request is submitted on the ledger, other participants offer their prices based on their own capability to provide the power. For example, MG2 is able to provide a maximum power of $P = 300$ kW at the price of 4.5 \$/kWh, and its offers are as follows: (i) 4.5 \$/kWh for purchases $P \leq 30$ kW, (ii) 4.0 \$/kWh for purchases $30 < P \leq 60$ kW, and (iii) 3.80 \$/kWh for purchases $P \geq 60$ kW. Furthermore, MG5 is able to provide a maximum power of $P = 200$ kW at the price of 3.70 \$/kWh if the buyer purchases all the power.

According to the priority list, the blockchain first introduces all the offers to MG3 (the load with the highest priority), and MG3 has to decide to accept the offers within 1 minute. If
Solve the optimization problem for each MG. Then, evaluate the generation strategy (constraints) for each MG. Calculate the expected value of the cost objective function based on (1), by utilizing the incentive contract chart and UT output. If MG3 does not accept the offers in the given time, the blockchain will introduce all the offers to the next demand in the priority list (MG1). It should be noted that in the blockchain technology, different with the traditional mining process, a smart contract and priority list will be determined for power transactions within the network. For example, the hospital as the 1st priority microgrid may be the first user to complete the transaction, even if a commercial microgrid can provide a better deal. In this priority system, no computation burden is put on the microgrid user side, but the pre-setting priority level is used. Also, unlike the conventional approach, in the blockchain technology, the smart contract and priority list will determine power transactions within the network; that means no centralized agency is required to control the price or portfolio. Moreover, the system is transparent for all active members to mitigate financial fraud and reduce system risks. It is worth noting that the users share their information/marketing data based on their privacy concerns or judgment. The data provided by them is either publicly available information or safe to be put in public. All participants can make their own decisions based on the public data broadcasted by others.

V. SOLUTION PROCEDURE

In this section, the solution procedure of the proposed problem is explained in detailed steps as follows.

**Step 1:** Define the following parameters: the number of MGs, number of generators for each MG, generator characteristics, energy storage characteristics, incentive contract price charts, priority of each MG, number of uncertain parameters, and parameter settings for the optimization problem.

**Step 2:** Use (25)-(32) to model the uncertainty in WTs output and load demand.

**Step 3:** Solve the optimization problem for each MG. Then, calculate the maximum generation power for each DG within each MG.

- If the maximum generation power is more than the load demand within the MG, then
  - Calculate the extra power
  - Solve the optimization problem (1)-(16)
  - Go to Step 9

- Else Go to Step 4.

**Step 4:** Calculate the extra power for each generator to be shared with other areas.

**Step 5:** Evaluate the generation strategy (constraints) for each area and the power mismatch by blockchain.

**Step 6:** Utilize blockchain to solve the optimal dispatch with the minimal cost of purchase strategy based on the pricing strategy (buy-now price) described in Table III.

**Step 7:** Check the priority of the MG(s) that need(s) a transaction and add the highest priority block to the trade chain. Use Table III to make a price change (buy-later price) for lower priority MG(s) on generators in Step 6.

**Step 8:** Update the blockchain ledger and check if all MGs power is balanced, otherwise go to Step 6.

**Step 9:** Evaluate the expected value of the cost objective function based on (1), by utilizing the incentive contract chart and UT output.

**Step 10:** If the result is feasible, then finish the algorithm and calculate the total cost, else Go to Step 3.

The blockchain-based decentralized energy management procedure is depicted in Fig. 2. It should be noted that the system is simulated based on an hourly interval; that means the data will be transferred to the main storage (usually a cloud) in each hour.

![Flowchart of decentralized energy management based on the blockchain for each area.](image)

**Fig. 2.** Flowchart of decentralized energy management based on the blockchain for each area.

**TABLE I**

<table>
<thead>
<tr>
<th>MG No.</th>
<th>Priority Level</th>
<th>Unit</th>
<th>( P_{\text{im}, \text{U}} / P_{\text{im}, \text{D}} ) (kW)</th>
<th>( r_{\text{im}, \text{U}} / r_{\text{im}, \text{D}} ) (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MG1</td>
<td>3</td>
<td>DG1</td>
<td>400/1500</td>
<td>2/2</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>DG2</td>
<td>500/2500</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>DG3</td>
<td>600/2000</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>3.1</td>
<td>DG4</td>
<td>500/2000</td>
<td>1/1</td>
</tr>
<tr>
<td>MG2</td>
<td>3</td>
<td>DG1</td>
<td>600/1500</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>DG2</td>
<td>700/1800</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>DG3</td>
<td>400/1500</td>
<td>2/2</td>
</tr>
<tr>
<td></td>
<td>2.7</td>
<td>DG4</td>
<td>400/1500</td>
<td>2/2</td>
</tr>
<tr>
<td>MG3</td>
<td>2</td>
<td>DG1</td>
<td>500/2500</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>DG2</td>
<td>600/2000</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td>DG3</td>
<td>400/3000</td>
<td>2/2</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>DG4</td>
<td>400/2000</td>
<td>1/1</td>
</tr>
<tr>
<td>MG4</td>
<td>3</td>
<td>DG1</td>
<td>800/1500</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.3</td>
<td>DG2</td>
<td>800/1800</td>
<td>2/2</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>DG3</td>
<td>800/2000</td>
<td>2/2</td>
</tr>
<tr>
<td>MG5</td>
<td>2</td>
<td>DG1</td>
<td>800/3000</td>
<td>2/2</td>
</tr>
<tr>
<td></td>
<td>2.3</td>
<td>DG2</td>
<td>700/2500</td>
<td>1/1</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>DG3</td>
<td>400/2500</td>
<td>3/3</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>DG4</td>
<td>800/1800</td>
<td>4/4</td>
</tr>
</tbody>
</table>

VI. SIMULATION RESULTS

**A. Data summary**

In order to demonstrate the effectiveness of the proposed method, five interconnected MGs are selected, as shown in Fig.
1. The system contains three residential MGs (MG1, MG2, MG5), one hospital MG (MG3), and one commercial MG (MG4). Fig. 3 shows the 24-hours load duration curves for each MG, obtained from a real test system in Baton Rouge, LA, USA [29]. Tables I and II show the characteristics of DGs and energy storage within each MG, respectively. Moreover, each MG includes two wind turbines (WTs) that are correlated with each other (and the correlation coefficient is 1.3) and have the same patterns, as shown in Fig. 4.

The incentive contract pricing associated with the problem is defined based on Table III. For instance, if the power to be purchased is less than 10% of the DG capacity, the price would be the same as the listing price shown in Table I. If the power to be purchased is between 10% – 20% of the capacity of DG, the price is reduced to 95% of the listing price (that means 5% less than the listing price). Finally, if the power to be purchased is more than 20% of the capacity of DG, then the price is 90% of the listing price. Such an incentive contract pricing mechanism motivates the load consumers to increase their purchase power when being beneficial from the lower price per power unit. Also, it should be noted that the buy-now price denotes the price for the first buyer at time $t$. Consequently, the buy-later price refers to the second buyer at time $t$. The incentive contract can be considered as a package of common rules, restrictions, and boundaries that every member agrees and will be automatically executed. In this study, an incentive contract is designed based on the restrictions on the power generation, power sources limitations, pricing, and priority agreement. It is worth noting that the selling price is 50% more than the generation cost in Table I, i.e., the DGs prices will be increased by 50% if in the selling mode.

**TABLE III INCENTIVE CONTRACT PRICE OF INTERCONNECTED MGs**

<table>
<thead>
<tr>
<th>Power Offer</th>
<th>Buy-Now Price</th>
<th>Buy-Later Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 10%</td>
<td>Listing Price</td>
<td>10% more of buy-now price</td>
</tr>
<tr>
<td>10%-20%</td>
<td>5% off of listing price</td>
<td>10% more of buy-now price</td>
</tr>
<tr>
<td>More than 20%</td>
<td>10% off of listing price</td>
<td>10% more of buy-now price</td>
</tr>
</tbody>
</table>

Figs. 5-9 show the active power (i.e., real power) of the generation units. It is seen that the cheapest DGs are committed more frequently than others. For instance, in the first MG (Fig.
5), DG 1 and DG 2 are operated with the maximum capacities during the study period, indicating the efficient performance of the algorithm. According to the simulation results, units are committed only based on the economic consideration. According to Figs. 5-9, the cheapest DG (i.e., DG1) is more committed than others in each MG. Accordingly, the most expensive one (i.e., the last DG) in each MG is less committed than others.

![Fig. 8. Active power output of MG4](image1)

![Fig. 9. Active power output of MG5](image2)

Table IV presents an instance of the real-time blockchain energy management agenda for all MGs, which is updated at the end of each iteration for each MG. For example, at hour 11, MG3 (Area 3) receives an amount of power of 232.977 kW from MG1 (Area 1). This energy is provided by the third DG (Gen3) in MG1 (see index 1 in Table IV). In another transaction at hour 12, MG3 receives an amount of power of 456.210 kW from DG3 (Gen3) in MG5. As shown in Fig. 6 and Fig. 7, at hours 11 and 12, all the units within MG3 are committed at their maximum capacities. Since its load demand exceeds the maximum power of all DGs within the area, MG3 has to purchase energy from another MG. At hour 19, MG3’s demand cannot be satisfied by one area only. Hence, MG3 receives 406,7813 kW power from MG2 and 125 kW power from MG5, provided by the DGs 1 and 2, respectively. It should be noted that based on the results in Table IV, MG3 (hospital) and MG4 (commercial MG), as the first and second priority load, respectively, receive most of the energy. Also, each MG tries to purchase energy from the cheapest units of other MGs. For instance, at hour 20, MG 4 receives more than 65% of its extra demand from the cheapest DG in MG1 (DG1). In another example, at hour 13, MG3 receives more than 90% of its extra demand from the cheapest generator of MG2 (DG1) (see Table IV). It should be noted that sellers are responsible for the cost of power losses. Hence, the net power will be delivered to the requested area. It is also assumed that all the generated renewable power (e.g., wind and solar) will be consumed and the remained amount of load demand (i.e., net load) will be covered by other generation units. Thus, excessive wind/solar power won’t be challenging if the wind/solar penetration level is low. However, the spinning reserve (that is 2% of the load demand at any hour) is considered in the case of power shortage of renewable generators or unit outages.

![Fig. 10. Battery storage system SOC in each MG](image3)

Also, Table IV shows the HA addresses of each transaction. Based on the table, each transaction (block) contains two HA including both previous hash and self-hash, which are changing for each transaction (block). Therefore, each block will be added to the previous one based on the previous HA, which generates a new HA that can lead to higher security within the system. For instance, the previous HA of the block at hour 12 is the same as the self-hash address of hour 11. Also, this block is generating a new HA that is accessible by all active members.

Fig. 10 presents the energy storage’s state of charge (SOC) within each MG. As shown in the figure, the SOC levels for different energy storage systems have followed a similar pattern as the load demands (see Fig. 3 and Fig. 10). Based on the figure, the energy storage is committed more in critical areas like the hospital MG.

![Fig. 11. Comparison of operation cost under stochastic and deterministic conditions](image4)

Figure 11 compares the total operating cost by using deterministic and stochastic models under different scenarios. While considering the uncertainties has resulted in incremental costs in all scenarios, the solution will be more reliable since
TABLE IV
BLOCKCHAIN-BASED ENERGY MANAGEMENT

<table>
<thead>
<tr>
<th>Index</th>
<th>Time</th>
<th>Data</th>
<th>Previous Hash</th>
<th>Self-Hash</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1</td>
<td>'Genesis Block'</td>
<td>'244c2f2c45e14b150bc35767a903048dc2895d0202'</td>
<td>'3a63d344eab2b261dbdfbd'</td>
<td>[]</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>'Area 3' 'Area 1' 'Gen 3' '232.9778' 'KW'</td>
<td>'244c2f2c45e14b150bc35767a903048dc2895d0202'</td>
<td>'3a63d344eab2b261dbdfbd'</td>
<td>[]</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>'Area 3' 'Area 5' 'Gen 3' '456.2101' 'KW'</td>
<td>'0b8ad77896f273e8f8025729183d009d'</td>
<td>'99a37e4ea9c3a2f5481b8d3b433ce7b4d'</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>'Area 3' 'Area 3' 'Gen 3' '61.0142' 'KW'</td>
<td>'0b8ad77896f273e8f8025729183d009d'</td>
<td>'99a37e4ea9c3a2f5481b8d3b433ce7b4d'</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>'Area 3' 'Area 5' 'Gen 3' '473.2676' 'KW'</td>
<td>'71c5891d4457e4ac4d152096c65be7bde'</td>
<td>'91c5891d4457e4ac4d152096c65be7bde'</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>'Area 3' 'Area 1' 'Gen 1' '880.389' 'KW'</td>
<td>'28c2ae2cfe15ec8356b12fa16e5a4b4'</td>
<td>'28c2ae2cfe15ec8356b12fa16e5a4b4'</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>'Area 3' 'Area 2' 'Gen 1' '406.7813' 'KW'</td>
<td>'bc779257e446a824a8e972cb5761c'</td>
<td>'bc779257e446a824a8e972cb5761c'</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>'Area 4' 'Area 2' 'Gen 2' '913.4125' 'KW'</td>
<td>'8dc35c25ff05e4a8b4545c4b6c6c18'</td>
<td>'8dc35c25ff05e4a8b4545c4b6c6c18'</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>'Area 4' 'Area 1' 'Gen 1' '567.9741' 'KW'</td>
<td>'99127e6b7632814b1d0c3b0f3d465'</td>
<td>'99127e6b7632814b1d0c3b0f3d465'</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>'Area 4' 'Area 1' 'Gen 3' '104.1741' 'KW'</td>
<td>'64c14f682a701c76268f1badcb9850'</td>
<td>'64c14f682a701c76268f1badcb9850'</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>'Area 4' 'Area 1' 'Gen 4' '153.4476' 'KW'</td>
<td>'797e01ef6f68686c139392a1a6e'</td>
<td>'797e01ef6f68686c139392a1a6e'</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 12. The impact of standard deviation of the random variables on the cost function.

Table V presents the total operation cost for both centralized (without blockchain) and decentralized (considering blockchain) approaches. According to this table, the operation cost of the centralized conventional approach is more than that of the decentralized blockchain approach. This is mainly because in the conventional approach, the network should pay extra money to the central point (e.g., DSO) for effective power dispatching within the network. Table V also compares the total network operation costs with both centralized and decentralized approaches, using MILP, stochastic programming [30], and robust optimization [31] techniques. It is observed from Table V that the proposed technique has a lower operation cost, compared to the robust optimization and stochastic programming techniques. Please note that the total operation cost of the proposed technique in Table V includes the cost of using the blockchain technology. However, the cloud storage cost is neglected since it is the same for both the conventional and proposed approaches.

TABLE V
TOTAL OPERATION COST FOR BOTH CENTRALIZED (WITHOUT BLOCKCHAIN) AND DECENTRALIZED (WITH BLOCKCHAIN) APPROACHES

<table>
<thead>
<tr>
<th>Technique</th>
<th>Centralized Method ($)</th>
<th>Decentralized Method ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Technique</td>
<td>1,251,756</td>
<td>1,152,100</td>
</tr>
<tr>
<td>Stochastic programming [30]</td>
<td>1,276,237</td>
<td>1,167,054</td>
</tr>
<tr>
<td>Robust optimization [31]</td>
<td>1,283,692</td>
<td>1,190,119</td>
</tr>
</tbody>
</table>

C. Discussion

This paper investigates the optimal energy management of interconnected MGs based on the blockchain technique. As shown in the simulation results, the following features are identified: A) Security: One of the significant achievements of the proposed blockchain-based model is security improvement within the networked MG. Utilizing the blockchain can lead to an unbreakable chain, while every hash containing the previous information, can contribute to higher security.
Transparency: One of the benefits of the blockchain theory is transparency of transactions within the network. Indeed, every block is generated and added to the chain, while broadcasting to all members who join the blockchain. Moreover, all MGs are able to see the information transferring among all the blocks, which can lead to transparency within the network.

C) Decentralization: Furthermore, there is no need to have a centralized agent to keep private information and control the transactions among members. This can bring two benefits: 1) less operational cost: Usually, the central agent incurs costs, since all members have to compensate extra the central agent for each transaction. 2) Prevent financial corruption: Access to all chain blocks can potentially lead to safe transactions and avoid financial corruption. Indeed, each member of the chain, must have a transparent transaction that will be added as a new block to the last block in the chain. D) Cost reduction: The last but not least benefit of utilizing the blockchain technology is minimizing the operation cost of the entire network. Based on Table V, the operation cost of the proposed method is less than that of the conventional centralized method. This lower cost (i.e., 8%) is attributed to effective energy management within the network as well as the preventive cost to the central node.

VII. CONCLUSION

This paper developed a secure, transparent, and decentralized blockchain technique for optimal scheduling of interconnected MGs. Employing the blockchain technology can lead to system security improvement as well as lower system risks, mitigate financial fraud, and cut down the operational cost. A stochastic framework according to the unscented transform method was developed to model the uncertainties in hourly load demand and renewable energy output. Moreover, an incentive contract price was developed to increase the purchasing power and reduce the selling price. In addition, a priority list was developed for all types of MGs, and based on the list, critical loads such as hospital and commercial MGs should be satisfied first. According to the simulation results, utilizing the decentralized blockchain method has brought lower operational cost and transparency of energy management within the network. Furthermore, due to the changing address in each iteration and the removal of central node, the security of the system could also be enhanced. Potential future work will explore the real-time monitoring of the system in the present of generation unit’s outage or cyber/physical attacks.
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