Sizing ramping reserve using probabilistic solar forecasts: A data-driven method
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A B S T R A C T

Ramping products have been introduced or proposed in several U.S. power markets to mitigate the impact of load and renewable uncertainties on market efficiency and reliability. Current methods often rely on historical data to estimate the requirements of ramping products and fail to take into account the effects of the latest weather conditions and their uncertainties, which could lead to overly conservative or insufficient requirements. This study proposes a k-nearest-neighbor-based method to give weather-informed estimates of ramping needs based on short-term probabilistic solar irradiance forecasts. Forecasts from multiple sites are employed in conjunction with principal component analysis to derive numerical classifiers to characterize system-level weather conditions. In addition, we develop a data-driven method to optimize the model parameters in a rolling-forward manner. By using real-world data from the California Independent System Operator, we design two metrics to evaluate method performance: 1) frequency of shortage and 2) oversupply of ramping product. Our proposed method presents advantages in comparison with the baseline and a set of benchmark methods: without compromising system reliability, it reduces system ramping requirements by up to 25%, therefore improving both system reliability and economics.

1. Introduction

Ramping products have been introduced or proposed in several U.S. power markets to mitigate the impact of rapid net load changes caused by the increasing penetration of variable energy sources [1–5]. Like many ancillary services, a key step in the scheduling process is to determine the requirements of ramping product, which usually involves trade-offs between market efficiency and system reliability. Too low or too high requirements can pose a risk to system reliability or system costs, respectively.

Historically, studies that co-optimize energy and ancillary services can be divided into two categories based on how the requirements are determined: endogenous and exogenous [6,7]. Endogenous methods usually model the renewable and load uncertainties explicitly using a variety of techniques [8], such as stochastic optimization [9–11], robust optimization [12,13], and chance constraints [14,15]. These techniques typically represent load and renewable energy uncertainties in the form of probability distribution functions [16,17], scenarios [11,18], uncertainty sets [13], or intervals [19], depending on the algorithms used to solve the models. These models commonly include reliability targets as additional constraints, and the amount of required reserves are then given when the model is solved [20]. Typical reliability metrics include the loss-of-load-probability (LOLP) and the expected energy not served (EENS) [21–24]. These metrics can be used directly to construct model constraints, or used in conjunction with value of lost load (VOLL) to create additional terms in the model objective function by monetizing the loss [15]. The trade-offs between reliability and system economics are usually examined to select the optimal reserve requirements [25]. For example, in [14], a chance-constrained model was used to optimize the needs of flexibility reserve based on a combined metric that accounts for both procurement costs and loss costs due to wind spillage and load shedding. A two-stage stochastic optimization model was developed in [26] to explicitly consider the provision of operating reserves, which outperformed traditional methods where reserve requirements were given by certain percentages of peak load. In [15], flexible ramping requirements were endogenously modeled by considering the spatio-temporal correlation of wind power outputs.
and demand, which are represented by covariance matrices and solved as quadratically constrained programs. Ghaemi et al. [19] represented solar and wind power output forecasts using intervals and solved them by interval optimization. Nadermahmoudi et al. [18] represented load and wind uncertainties by scenarios and obtained the FRP provided by each generating unit in their studied system. In [21], a risk-limiting economic dispatch scheme optimized the dispatch and provision of ramping products under constraints upon LOLP. Although these methods can securely co-optimize the provision of energy and reserves of all generating units, detailed uncertainty representation is usually required at the bus level, which is computationally prohibitive for real-world systems because of the curse of dimensionality. Note that although endogenous methods have been proposed by many studies, they are rarely adopted by real-world market operators.

Although these models can in theory identify a level of reserves that is optimal for an assumed mathematical representation of system reliability, in practice they can prove computationally prohibitive for real-world systems because of the high dimension of scenarios needed for uncertainty representation. The computational burden of endogenous methods is at least one of the reasons that explains why none of the US power system operators has followed such a method. Instead, power system operators rely on exogenous methods. The exogenous methods estimate system-level ancillary service requirements ex ante with lead times specific to particular markets. Unlike the endogenous methods, this approach has been widely adopted in real world and is constantly evolving. Traditionally, system operators use deterministic methods, where certain percentages of peak load are used as reserve margins [27–29]. This method, despite its simplicity, usually fails to satisfy system reliability standards owing to growing uncertainties caused by increasing renewable penetration. Consequently, probabilistic methods are sometimes adopted to estimate ancillary service needs based on the uncertainty levels of net load [30]. In these methods, reserve requirements are determined to cover predefined confidence intervals, which are usually selected to satisfy certain reliability standards [30]. Typically, the distributions are constructed from historical data. For example, historical area control errors are used to determine regulation requirements in the California Independent System Operator (CAISO), and historical net load forecast errors are used in the Texas power market to estimate non-spinning reserve requirements [31]. [17] used Gumbel copula to estimate the probabilistic distributions of net load and set FRP requirements based on the derived uncertainty demand curve.

Historical distributions are nevertheless highly static and usually fail to reflect the latest system states and weather information, resulting in overly conservative or insufficient requirements. CAISO conducted a simulation study for 2019 and estimated that the coverage of requirements determined through historical analysis was higher than 95% (target reliability level) [32]. The lack of weather information has motivated system operators in the US. [32] and abroad [33] to adopt methods that use wind, load, and solar forecasts as inputs to statistical approaches to estimate reserve requirements. In [32], CAISO used quantile regression with load, wind, and solar forecasts as inputs to estimate FRP requirements and results showed that it would result in higher or lower requirements compared to the historical approach depending on system conditions. In [34], a multiple linear regression model was developed to estimate regulating reserve requirements based on predicted system conditions, including load and wind power. In the recent decade, the value of probabilistic forecasts is being increasingly recognized in power system applications [35]. In [36], probabilistic wind and load forecasts were used to determine operating reserve requirements based on trade-offs between reliability indices and procurement costs. In [37,38], Etingov et al. showed how to reduce the regulation requirements by employing probabilistic net load forecasts, which were derived from probability distributions of multiple net load components by convolution. Instead of performing convolution, [39] also used probabilistic forecasts as input for generation of scenarios that were later used to determine operating reserve requirements.

Probabilistic forecasts explicitly account for the uncertainty information, which usually take a parametric form of probability distributions, or non-parametric forms such as quantiles, uncertainty intervals, and kernel density estimations [40,41]. Although probabilistic forecasting is adopted in some markets, it is used primarily to improve situational awareness and rarely plays any important role in the decision-making process. In this study, we develop a data-driven flexible ramping product (FRP) requirement estimation methodology based on probabilistic solar irradiance and power forecasts to dynamically determine the system-level FRP requirements of CAISO. Specifically, 2-hour-ahead (2HA) probabilistic solar forecasts at selected sites in the CAISO region are synthesized into a set of numerical classifiers to characterize future weather conditions. We employ principal component analysis (PCA) to reduce the dimension of high-dimensional classifiers. A k-nearest-neighbor-based (kNN-based) method is then used to construct distributions of net load forecast errors conditioned on the latest weather conditions, which are used to give weather-informed FRP requirements. Note that because of the high solar penetration in the CAISO market, this study focuses primarily on solar uncertainty, however, the proposed method can be extended by accounting for other components of net load uncertainty, e.g., wind and load [42].

Our work represents a practical method that is easily implementable and extensible by any power market operators. Particularly, the proposed kNN-based method can also be used to define requirements for other market products that depend on historical data, such as regulation requirements. The main contributions of this paper include: (1) developing a systematic way to prepare, process, and extract key features from probabilistic solar forecasts, which can be used by market operators in conjunction with data-driven methods to make weather-informed decisions; (2) demonstrating the trade-offs between system reliability and market efficiency as different kNN parameters are selected; and (3) modeling the selection of the optimal kNN parameters.
as a multi-objective optimization problem and developing a method to dynamically select the optimal solutions.

The remainder of this paper is organized as follows. Section 2 describes the current implementation of FRP in CAISO (baseline) and the proposed kNN-based method. Section 3 further details the experimental setup, including the definition of numerical classifiers, reduction of multi-dimensional classifiers, dynamic selection of model parameters, and benchmark models. Section 4 presents the results using metrics indicative of system reliability and oversupply. Section 5 concludes.

2. Methodology

The FRP is designed to help power systems mitigate the impact of net load changes on system operations. Specifically, market operators reserve sufficient rampable capacities from controllable resources for future dispatch intervals to counteract expected and unexpected net load changes and maintain power balance in compliance with reliability standards. By definition, the FRP requirements consist of two separate parts: (1) the variation part, which is the system-wide net load movement between two adjacent time intervals, and (2) the uncertainty part, which represents the net load forecast error [1,3]. Currently, both CAISO and the Midcontinent Independent System Operator determine upward and downward FRP requirements independently, with separate prices and quantities, and they rely on historical data to estimate the uncertainty requirements. This study focuses on the uncertainty component of the FRP in the 15-min real-time (RT) market in CAISO. Note that the method can be extended to the other markets with similar definitions.

Because net load is expressed as a linear combination of gross system-wide load, wind power, and solar power, net load forecast errors are driven by forecast errors of all terms. Forecast errors of renewable resources, however, typically account for disproportionately greater shares. It is estimated that CAISO’s solar power uncertainty contributes at least half of overall net load uncertainty [43], therefore, we focus on the uncertainty component caused by solar power only, and we assume perfect foresight for wind and load. Although neglecting wind and load uncertainties could lead to underestimation of total net load uncertainty, it allows us to better demonstrate our method, and we do not think it introduces systematic errors.

2.1. Baseline: From the current CAISO implementation

In CAISO, the FRP in the 15-min RT market aims to cover the difference between net load forecasts made in the 15-min real-time unit commitment (RTUC) and in the 5-min real-time economic dispatch (RTED). Because each 15-min interval consists of three 5-min intervals, CAISO calculates three net load forecast errors for each 15-min interval—i.e., the differences between the binding net load forecasts of the constituent 5-min intervals and the advisory net load forecast of the 15-min interval, as shown in Fig. 1. Then, CAISO uses the maximum positive error as the upward error \( \varepsilon_{d,h}^U \) and the minimum negative error as the downward error \( \varepsilon_{d,h}^D \), which are also the FRP needs. They can be expressed as:

\[
\varepsilon_{d,h}^U = \max_{i=0,\ldots,4} (\Delta N^T_{d,3i+2} - \bar{N}_{d,i}^{15})
\]

\[
\varepsilon_{d,h}^D = \min_{i=0,\ldots,4} (\Delta N^T_{d,3i+2} - \bar{N}_{d,i}^{15})
\]

where \( i \) is the index of the 15-min RTUC interval in day \( d \); and \( 3t - i, i = 0,\ldots,2 \) are the indices of the three constituent RTED intervals. The net load forecast for the RTUC and RTED intervals are denoted by \( \bar{N}_{d,i}^{15} \) and \( \Delta N_{d,3t-1} \), respectively.

Using the net load forecast errors defined, we can construct separate histograms from history data to determine the upward and downward FRP requirements. In CAISO, histograms are constructed hourly by using historical net load forecast errors in the same hour from 40 previous weekdays if \( d \) is a weekday, or 20 previous weekends if \( d \) is a weekend. CAISO distinguishes between weekdays and weekends because human behaviors result in different load profiles for these two sets of days. Because our study assumes perfect foresight for load, and because solar uncertainty is not affected by human behavior, we make no such distinction in our baseline, i.e., the number of historical days \( K \) is the same for both weekdays and weekends. Note that although \( K \) is fixed in CAISO’s implementation, we wish to examine the sensitivity of the baseline to \( K \) over a range of different values, therefore, given hour \( h \) in day \( d \), we construct a histogram of upward errors from \( K \) previous days and derive the following empirical distribution function:

\[
\tilde{P}_{d,h}^U(x) = \mathbb{P} \in \bar{x} \in \varepsilon_{d,h}^U \setminus [1(x \geq c)]
\]

where \( 1(x \geq c) \) is the indicator function, \( \mathbb{P} \) is the expectation function, and \( \varepsilon_{d,h}^U \) represents the set of \( 4K \) historical samples of maximum net load forecast errors in hour \( h \) from \( K \) previous days (note that one hour includes four upward errors):

\[
\varepsilon_{d,h}^U = \{\varepsilon_{d-i,4h-j}^U | i = 1,\ldots,K, j = 0,\ldots,3\}
\]

We use the 97.5th percentile as the upward FRP requirement by taking the inverse of \( \tilde{P}_{d,h}^U \):

\[
\overline{F}P_{d,h}^U = \tilde{P}_{d,h}^{-1}(0.975)
\]

Similarly, we construct the empirical distribution function of downward errors \( \overline{F}P_{d,h}^D(x) \) and use the 2.5th percentile as the downward FRP requirement:

\[
\overline{F}P_{d,h}^D = \overline{F}P_{d,h}^{-1}(0.025)
\]

CAISO uses historical data to construct histograms of net load forecast errors because of its simplicity to implement; however, the historical data often fails to reflect the latest weather conditions, potentially resulting in overly conservative or insufficient ramping needs. Fig. 2 compares the realized net load forecast errors with the published FRP requirements from 2 days in August 2019 in CAISO. Because the 2 days are close in time (5 days apart), the FRP requirements differ by less than 1% because of similar histograms in use, whereas the solar power profiles imply drastically different weather conditions, which potentially explain the greater uncertainty needs in the cloudy day than the sunny day; therefore, if similar FRP amounts are procured, the system could experience a shortage of FRP in the cloudy day, hence a compromised reliability level, and the over-procurement in the sunny
day could incur unnecessary costs. This observation motivates the need for the latest weather information in estimating FRP requirements, which we pursue in this paper using probabilistic solar irradiance forecasts.

2.2. The kNN-based method

The kNN-based method can be viewed as a direct extension of CAISO’s original implementation since both methods rely on historical data, however, in contrast to the baseline, the kNN-based method constructs weather-conditioned histograms by using probabilistic solar forecasts. As a non-parametric classification technique, kNN has been widely adopted to improve the performance of forecasts in many fields, such as wind speed, wind power, solar irradiance, and solar power [44–48]. The main idea of kNN is to label all training data with select features and pinpoint a new data point by using the K closest neighbors in the feature space [49]. Using the closest neighbors instead of the entire training data set can potentially improve the forecast performance.

In our case, the data points to be predicted are net load forecast errors, which are affected by weather conditions; therefore, given prior net load forecast errors and their associated weather conditions, we use the weather forecasts of a future hour to identify the K most similar historical hours and use their net load forecast errors to construct predictive distributions of the future FRP requirements. The process of the kNN-based method is given below.

2.2.1. Characterize the weather conditions

Power output from photovoltaic (PV) plants is affected by many factors, including technical specifications of solar panel arrays and meteorological parameters. Because the conversion from solar irradiance to electricity is completely deterministic and predictable, solar irradiance uncertainty is the primary source of uncertainty. Here, we use probabilistic solar irradiance forecasts at selected sites in CAISO to characterize the weather conditions. Given hour \( h \) in day \( d \), we define a set of numerical classifiers \( x_{d,h}^c \in \mathbb{R}^n \) based on the forecasts within that hour. Detailed derivation of all classifiers are given in 3.1.

2.2.2. Distance measures

To use the kNN method, we need to choose a distance measure to characterize the similarity of any two classifiers. Because classifiers are in the form of \( n \)-dim vectors, we use Euclidean distance in this study. Using classifier \( c \), the similarity of the weather conditions between the target hour \( (d_h, h) \) and a historical hour \( (d, h) \) is:

\[
ed^e_{(d_h,d),h} = \|x_{d_h,h}^c - x_{d,h}^c\|_2 \tag{7}
\]

2.2.3. Determine the FRP requirements

Upon calculation of the distances, we sort all historical days in an ascending order based on their similarities to the target hour in terms of \( e_{(d_h,d),h} \), and we select the top \( K \) days:

\[
D^K_{d_h,h} = \{d_1, \ldots, d_K|e^e_{(d_h,d_1),h} \leq e^e_{(d_h,d_2),h} \leq \cdots \leq e^e_{(d_h,d_K),h}\} \tag{8}
\]

Then, the set of upward and downward net load forecast errors conditioned on the solar forecasts are given by:

\[
\begin{align*}
\varepsilon^U_{d_h,h} &= \{d_1 \in D^K_{d_h,h}|d \in D^K_{d_h,h}, j = 0, \ldots, K \} \\
\varepsilon^D_{d_h,h} &= \{d_1 \in D^K_{d_h,h}|d \in D^K_{d_h,h}, j = 0, \ldots, K \}
\end{align*}
\tag{9}
\]

Last, \( \hat{F}_{d_h,h}^U(x) \) and \( \hat{F}_{d,h}^D(x) \) can be given by (3), from which \( F_{d,h}^{U} \) and \( F_{d,h}^{D} \) can be calculated.

3. Experiments

3.1. Definition of classifiers

Ground solar irradiance is jointly determined by sun position and local cloudiness levels. Because the sun positions can be accurately calculated given the time of year, cloud-induced uncertainty is the major contributing factor to solar irradiance uncertainty. In the literature, the clear-sky index is often used to reflect cloudiness levels [50]. It is obtained by normalizing measured global horizontal irradiance (GHI) by clear-sky GHI. Here, the predicted clear-sky index in a 15-min interval \( t \) in day \( d \) can be given by:

\[
k^{a}_{d,t} = \frac{I_{d,t}^a}{I_{d,t}^U} \tag{10}
\]

where \( I_{d,t}^0 \) denotes clear-sky GHI and \( I_{d,t}^a \) is the \( a \)th percentile of the GHI prediction. Because \( k^{a}_{d,t} \) could approach infinity as a result of low \( I_{d,t}^0 \) magnitude during sunrise and sunset, we consider only the time intervals when the solar elevation is greater than \( 3^\circ \). Here, we use the Ineichen model to calculate clear-sky GHI [50].

Although the clear-sky index can reflect the cloudiness level, it is usually insufficient to accurately characterize the weather conditions. For example, a cloudy sky and an overcast sky might have similar clear-sky indices, whereas solar irradiance is more uncertain in a cloudy day. The other indicator of uncertainty levels in probabilistic forecasts is the size of predictive intervals, because larger predictive intervals usually indicate greater uncertainty levels. Since solar irradiance is a function of time-of-day, its predictive interval is also affected by time. To remove the time dependency of solar irradiance, we use the predictive intervals of clear-sky indices to measure the forecast uncertainties. Specifically, we use the difference between the 25th and 75th percentiles as the width of the predictive intervals:

\[
w_{d,t} = k^{25}_{d,t} - k^{75}_{d,t} \tag{11}
\]
The clear-sky indices and their width are all instantaneous values – i.e., they only reflect the cloudiness levels at a certain time point – while FRP is given hourly. To measure the overall uncertainty level within an hour, we introduce three operations: mean ($\mu_{d,h}(\cdot)$), standard variation ($\sigma_{d,h}(\cdot)$), and variability ($\upsilon_{d,h}(\cdot)$). Taking clear-sky index for example, the hourly mean measure the overall cloudiness level and is given by:

$$
\mu_{d,h}(k) = \frac{1}{4} \sum_{i=0}^{3} k_{d,4h-i}^{50}
$$

The standard deviation and variability both measure the cloud-induced fluctuations during a time period, where greater fluctuations usually lead to higher forecast errors [50]:

$$
\sigma_{d,h}(k) = \sqrt{\frac{1}{4} \sum_{i=0}^{3} (k_{d,4h-i}^{50} - \mu_{d,h}(k))^2}
$$

$$
\upsilon_{d,h}(k) = \sqrt{\frac{1}{4} \sum_{i=0}^{3} (k_{d,4h-i}^{50} - k_{d,4h-i-1}^{50})^2}
$$

By obtaining the hourly mean, standard deviation, and variability of clear-sky index and the size of predictive interval, we have defined 6 numerical classifiers based on the probabilistic solar irradiance forecasts (c = 1 to 6), as listed in Table 1.

Another indicator of local cloudiness level is the clear-sky power index, which is the ratio of solar power forecasts over solar power productions under clear-sky conditions. The term reflects cloudiness levels from a solar power production perspective and has been used in existing studies [51], and the width of clear-sky power index can also be defined according to:

$$
k_{PV}^{PV,\text{a}} = \frac{k_{PV}^{PV,\text{a}} - U_{PV}}{U_{PV}} = k_{PV}^{PV,75} - k_{PV}^{PV,25}
$$

In this study, we convert solar irradiance to solar power by using PVLib, an open-source simulation tool for solar PV systems [52]; therefore, we can define another six classifiers based on $k_{PV}^{PV,\text{a}}$ (c = 7 to 12), as listed in Table 1.

### 3.2. Reduction of multi-dimensional classifiers

Because of the complexity of cloud movements, 1-dim classifiers derived from a single site are usually insufficient to correctly characterize the solar power uncertainty over the entire CAISO region, and multi-dimensional classifiers based on multiple sites are more appropriate. Real-world system operators can use high-resolution raster forecasts to prepare multi-dimensional classifiers, however, solar irradiance from locations within close proximity can be subject to strong spatial-temporal correlations, and the increased dimension of kNN classifiers can increase the computational intensity. Here, we use principal components analysis (PCA) to reduce the dimension of multi-dimensional classifiers.

PCA is a widely used unsupervised learning method for deriving a low-dimensional set of features from a large set of variables. PCA defines a linear transformation to map the raw data into a new coordinate system such that the new coordinates are those along which the data presents the greatest variance. In the kNN-based method, given an n-dim numerical classifier, the returned principal components represent a set of linear combinations of the original n dimensions, which are ranked based on the amount of explained variance. Our analysis based on single sites suggests that the first three principal components can explain 70%–80% of the total variance of all twelve 1-dim classifiers defined in Table 1.

We start PCA by normalizing the original classifier. Suppose $Y_{d,h}^{\text{s}}$ represents the normalized $x_{d,h}^{\text{a}}$, and $Y_{d,h}^{\text{s}} = (y_{d,h}^{1}, \ldots, y_{d,h}^{C}) \in \mathbb{R}^C$ represents a C-dim vector consisting of C normalized 1-dim classifiers from site s, $Y_{d,h} = (Y_{d,h}^{1}, \ldots, Y_{d,h}^{C}) \in \mathbb{R}^{C \times S}$ includes all normalized 1-dim classifiers from S sites. We use history data to derive the coefficient matrix, or the loadings, $T \in \mathbb{R}^{C \times \text{SUM}}$, and obtain the principal components $Z_{d,h} = Y_{d,h} \cdot T$, where the rth component is $z_{d,h}^{(r)}$. In our analysis, We use the first three components as the reduced multi-site classifier, which are then used to identify similar days and construct predictive distributions of FRP.

### 3.3. FRP requirement evaluation metrics

Given that a shortage of ramping capacities can affect system reliability, and because an over-supply could incur unnecessary production costs, we evaluate the FRP requirements from two perspectives: system reliability and market efficiency. Although typical metrics for system reliability include the loss-of-load probability and expected energy not supplied [36], these metrics might be inappropriate for evaluating the FRP requirements because a lack of ramping capacities does not necessarily cause the loss-of-load event [53]; hence, we follow [6] to use the probability of FRP shortage to assess the adequacy of the FRP requirements. In addition, market efficiency is usually measured in terms of production costs given by market simulations; however, without knowing detailed techno-economic characteristics of individual generators and bus-level demand in the real world, it is out of our scope. For simplicity, we use the amount of system-level FRP oversupply as our metric for market efficiency.

In summary, we adopt two metrics [29]: the frequency of FRP shortage and the amount of FRP oversupply. Based on the definition of FRP, the actual upward and downward requirements equal the upward and downward net load forecast errors in each 15-min interval, i.e., $\epsilon_{d,4h-i}^{U}$ and $\epsilon_{d,4h-i}^{D}$; therefore, the differences between the estimated FRP requirements and the actual needs are:

$$
\delta_{d,4h-i}^{U} = FRP_{d,h}^{U} - \epsilon_{d,4h-i}^{U}
$$

$$
\delta_{d,4h-i}^{D} = FRP_{d,h}^{D} - \epsilon_{d,4h-i}^{D}
$$

The frequencies of reserve shortages during hour $h$ in day $d$ are defined as:

$$
\rho_{d,h}^{U} = \frac{1}{4} \sum_{i=0}^{3} \mathbb{1}(\delta_{d,4h-i}^{U} < 0)
$$

$$
\rho_{d,h}^{D} = \frac{1}{4} \sum_{i=0}^{3} \mathbb{1}(\delta_{d,4h-i}^{D} > 0)
$$

Note that although the frequency of the FRP shortage is calculated at a 15-min resolution, the FRP requirements are defined on an hourly basis [3]; therefore, the actual hourly FRP needs are given by the following equations:

$$
FRP_{d,h}^{U} = \max_{i=0,\ldots,3}(\delta_{d,4h-i}^{U})
$$

$$
FRP_{d,h}^{D} = \min_{i=0,\ldots,3}(\delta_{d,4h-i}^{D})
$$

The oversupplies of up and down FRP during hour $d,h$ are:

$$
q_{d,h}^{U} = \max(0, FRP_{d,h}^{U} - F_{d,h}^{PV, U})
$$

$$
q_{d,h}^{D} = \max(0, F_{d,h}^{PV, D} - FRP_{d,h}^{D})
$$

To measure the performance during an extended period of time, we define the following overall evaluation metrics during a given set of
where \( M = \{(d, h)\} \):

\[
P_M^U = \frac{1}{d, h \in M} \hat{p}_d^U\]
\[
P_M^D = \frac{1}{d, h \in M} \hat{p}_d^D\]
\[
Q_M^U = \sum_{d, h \in M} \hat{q}_d^U\]
\[
Q_M^D = \sum_{d, h \in M} \hat{q}_d^D
\]

where \( P \) and \( Q \) denote the frequencies of shortages and total oversupplies over period \( M \), respectively.

### 3.4. Dynamic selection of kNN parameters

A key step in the kNN method is to select an appropriate classifier (\( c \)) and an appropriate number of closest neighbors (\( K \)). Ideally, in an hour \((d_i, h_0)\), the optimal \( c \) and \( K \) should be selected such that both the frequencies of reserve shortage (\( q_{d_i,h_0}^U \) or \( q_{d_i,h_0}^D \)) and reserve oversupplies (\( q_{d_i,h_0}^U \) or \( q_{d_i,h_0}^D \)) are minimized. This forms the following multi-objective optimization (taking upward FRP as an example):

\[
\min_{c, K} (P_M^{U,c,K}, Q_M^{U,c,K}) \text{ s.t. } c \in C, K \in \mathbb{Z}^+ \tag{21}
\]

Because the FRP requirements must be made available to market participants before \((d_i, h_0)\), and because the forecast errors can only be known afterwards, we use the metrics calculated using \( N \) previous days as an empirical approximation. The optimization becomes:

\[
\min_{c, K} (P_M^{U,c,K}, Q_M^{U,c,K}) \text{ s.t. } c \in C, K \in \mathbb{Z}^+ \tag{22}
\]

where \( M \) represents a validation set that includes hour \( h \) from \( N \) previous days: \( M = \{(d_i - i, h_0) | i = 1, \ldots, N\} \). Because of the limited search space in our study, it is possible to solve the multi-objective optimization by an exhaustive search over all pairs of \( c \) and \( K \) and by selecting the optimal solution which minimizes the objective of both \( P_M^{U,c,K} \) and \( Q_M^{U,c,K} \). Note that each hour could have a different set of optimal \( c \) and \( K \), which are dynamically selected by the optimization model; therefore, we propose a two-step kNN-based method to estimate the FRP requirements of hour \((d_i, h_0)\), as summarized in Fig. 3. In Step 1, the kNN parameters (\( c^*, K^* \)) are optimized based on historical performance from a validation set consisting of \( N \) previous days. In Step 2, the optimal classifier \( x_{d,h}^{*,c^*,K^*} \) is calculated based on solar forecasts, and the FRP requirements are estimated based on \( K^* \) most similar historical days. Note that the method is applied in a rolling-forward manner, where the validation set is updated everyday by adding the latest day and dropping the earliest day. The dynamic construction of a validation set is aimed to improve the performance of the kNN-based method, as shown in Fig. 8, the dynamic case outperforms most other cases with constant kNN parameters. Furthermore, a dynamic validation simulates how operators such as the CAISO commonly use similar methods in practice (as detailed in Section 2.1), re-estimating parameters and requirements daily, based on updated data sets (dropping the oldest day and adding the newest day to the dataset).

### 3.5. Machine/deep-learning-based benchmarks

A collection of machine/deep-learning-based (ML/DL-based) benchmarks are set to compare with the proposed kNN-based approach. Different from the proposed approach, these ML/DL-based benchmarks are modeled as supervised learning regression problems, which do not follow the CAISO FRP implementation procedure. The general idea of the FRP prediction is to fit a mapping between the deployed FRP and the input at the training stage:

\[
\frac{\hat{FRP}^U}{\hat{FRP}^D} = \hat{\theta}^U(x, W^U)
\]
\[
\frac{\hat{FRP}^D}{\hat{FRP}^D} = \hat{\theta}^D(x, W^D)
\]

where \( x \) is an input variable, \( W^U \) and \( W^D \) are trainable parameters of ML/DL-based models, and \( \hat{\theta}^U \) and \( \hat{\theta}^D \) are the mapping relationships between the input and the upward and downward FRP, respectively. Note that the input \( x \) can be any classifier used in the kNN-based method. Table 2 lists the selected ML/DL-based benchmarks for comparison, including one convolutional neural network (CNN), three shallow neural networks (ANNs), three support vector regression (SVR) models, three gradient boosting machine (GBM) models, and a random forest (RF) model. Note that no recurrent neural networks, e.g., long short-term memory (LSTM) and gated recurrent unit (GRU), are included in the benchmark because of the discontinuous time series used in this research, and because our preliminary analysis based on LSTM and GRU fails to show improvements over other ML/DL-based models. The hyperparameters/parameters are tuned by cross-validation by splitting validation subsets from the training dataset.

CNNs were first developed for image classifications, but later were introduced to deep regression problems. CNNs have been widely used in the power and energy domain, such as forecasting [54], infrastructure detection [55], and individual behavior understanding [56]. The 1-dim CNN model consists of three layers: one convolutional layer followed by two densely-connected layers. This architecture is determined by the cross-validation optimization. An example of the CNN architecture optimization is shown in Fig. 4d. There are 32 filters with a kernel size of 5 in the convolutional layer. The two densely-connected layers contain 10 and 1 neurons. Adaptive moment estimation (Adam) is used for training, and the learning rate is 0.01. The sigmoid function is used in all layers.

Four shallow machine learning algorithms with different training strategies, kernels, or distributions are also included as benchmarks.
Fig. 4. Parameter/hyperparameter optimization examples. (a) An ANN optimization example using $B_2$, where the number neurons in each layer is optimized. (b) A GBM optimization example using $B_8$. (c) A SVR optimization example using $B_7$. (d) A CNN optimization example using $B_1$. (e) An RF optimization example using $B_{11}$. Note that nMAE denotes normalized mean absolute error.

Table 2
Deep/machine learning benchmarks.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Model</th>
<th>Training algorithm and kernel function</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>$B_1$</td>
<td>Adaptive moment estimation</td>
</tr>
<tr>
<td>ANN</td>
<td>$B_2$</td>
<td>Standard back-propagation</td>
</tr>
<tr>
<td></td>
<td>$B_3$</td>
<td>Momentum-enhanced back-propagation</td>
</tr>
<tr>
<td></td>
<td>$B_4$</td>
<td>Resilient back-propagation</td>
</tr>
<tr>
<td>SVR</td>
<td>$B_5$</td>
<td>Linear kernel</td>
</tr>
<tr>
<td></td>
<td>$B_6$</td>
<td>Polynomial kernel</td>
</tr>
<tr>
<td></td>
<td>$B_7$</td>
<td>Radial basis function kernel</td>
</tr>
<tr>
<td>GBM</td>
<td>$B_8$</td>
<td>Squared loss</td>
</tr>
<tr>
<td></td>
<td>$B_9$</td>
<td>Laplace loss</td>
</tr>
<tr>
<td></td>
<td>$B_{10}$</td>
<td>T-distribution loss</td>
</tr>
<tr>
<td>RF</td>
<td>$B_{11}$</td>
<td>Classification and regression tree (CART aggregation)</td>
</tr>
</tbody>
</table>

These models are also widely used in various regression problems in power systems [57–59]. ANN models are trained with a learning rate of 0.01. The momentum in $B_2$ is set to be 0.9. The minimum and maximum update rate in $B_3$ are $1 \times 10^{-6}$ and 50, respectively. Similar to CNN, the hyperparameters of ANNs are also determined by the grid-search optimization, which is illustrated by an example in Fig. 4a. The number of layers and the number of neurons in each layer are determined in the optimization process based on the validation dataset. The kernel coefficient (gamma) and the regularization parameter (C) in SVR models are the tuning parameters and their tuning process is shown in Fig. 4c. In GBM models, the number of trees (n.trees), the number of splits (interaction.depth), and the learning rate (shrinkage) are the most important parameters. Their selection is shown in Fig. 4b. The number of variables randomly sampled as candidates at each split (mtry) in the RF model is tuned, as shown in Fig. 4e.

4. Case studies and results

4.1. Test cases

The data used in our case studies are drawn from two sources: We download the historical system-level net load forecast errors from CAISO’s Open Access Same-time Information System, which publishes real-time and historical data related to CAISO’s daily market operations; IBM’s Watt-Sun forecasting system provides 2HA probabilistic solar irradiance forecasts for a selected number of sites [60]. Note that IBM’s sites are located at places where ground observations are available. Given that CAISO’s solar PV power plants are mainly concentrated in the Southern California region, we use the forecasts from five sites ($s = 1$ to 5) in Southern California to characterize the weather conditions. The forecasts are issued every 15 min and include the 5th, 25th, 50th, 75th, and 95th percentiles of mean GHI during each 15-minute interval. The forecasts have NaN values during nighttime, therefore are removed. The forecasts and historical CAISO data span from April 1, 2019 to December 31, 2020. We select three months from 2020 as our test sets: February, August, and October, which represent winter, summer, and transitional season, respectively. Data from the remaining 18 months is used to train and validate our models.

4.2. Trade-offs between reliability and oversupply

We first study the performance in terms of the frequency of FRP shortage and oversupply as a function of classifiers ($c$) and the number of nearest neighbors ($K$). Figs. 5 and 6 show the frequencies of FRP shortage ($P^{U,c,K}_{M,c}$, $P^{D,c,K}_{M,c}$) and total oversupplies ($Q^{U,c,K}_{M,c}$, $Q^{D,c,K}_{M,c}$) in both directions during 5 representative hours in February—i.e., $h$ is fixed, and $d$ includes all days in February in $M$. The 5 selected hours represent five different times of day: early morning ($h = 7$), midmorning
Fig. 5. Upward FRP oversupply and risk of shortage as a function of \( k \) in February 2020 by time of day. Site 2 is used. Note that line types in the legend only represent classifiers, and line colors indicate whether a line represents “risk of shortage” (left axis) or “oversupply” (right axis).

Fig. 6. Downward FRP oversupply and risk of shortage as a function of \( k \) in February 2020 by time of day. Site 2 is used. Note that line types in the legend only represent classifiers, and line colors indicate whether a line represents “risk of shortage” (left axis) or “oversupply” (right axis).

For brevity, we show only the results for the baseline and three 1-dim classifiers \((c = 1, 2, 3)\) because the other 1-dim classifiers \((c = 4 \text{ to } 12)\) present similar trends. In many cases, the frequency of the FRP shortage in both directions is reduced as \( K \) increases for hours between mid-morning and mid-afternoon; at those times, the total oversupply slightly increases as \( K \) increases. For example, the total oversupply in the baseline during hour 10 increases from 10 GWh to 20 GWh in the upward direction, and from 13 GWh to 23 GWh in the downward direction, as \( K \) increases from 5 to 60. Meanwhile, the frequency of the FRP shortage decreases from 10% to less than 5% in both directions because of greater coverage. Similar trends can also be found in the three kNN-based cases by using 1-dim classifiers.

A comparison between the baseline and the kNN cases indicates that the kNN-based method can reduce the total oversupply without significantly compromising the reliability level. For example, by using \( \mu(k) \) as a classifier \((c = 1)\) and \( K = 30 \), the total oversupply of the upward FRP at hour 10 is brought down to 15 GWh compared to 20 GWh in the baseline, whereas the frequency of the FRP shortage remains the same. In addition, the baseline presents greater risks of FRP shortage in both directions during early morning and late afternoon: the frequencies are greater than 10% at hour 7 and 18. In contrast, the frequencies of the upward FRP shortage are 10% and 7% when using \( v(k) \) and \( \mu(k) \) as a classifier, respectively. This indicates that the kNN-based method can significantly improve the reliability level.
Next, we examine the overall performance in terms of reliability and oversupply. As Fig. 7 shows, all 1-dim classifiers present similar trends as $K$ increases, i.e., the FRP oversupply increases sharply when $K \leq 20$, which in turn results in a considerable drop of the frequency of the FRP shortage. When $K \geq 20$, however, both metrics remain relatively constant. For example, when $\mu(k)$ is used as a classifier, the total FRP oversupply increases to 320 GWh and the frequency of FRP shortage decreases to 6% as $K$ increases to 20, and both stay constant thereafter. This phenomenon suggests that a sufficient number of days ($K \geq 20$) are required to give a reliable estimation of FRP requirements across all classifiers. Note that in the baseline, the frequency of the FRP shortage increases slightly as $K$ increases from 20 to 60, implying that 20 days could yield better performance than CAISO's business-as-usual (BAU) implementation, where $K = 30$. In addition, similar to the previous observation in Figs. 5 and 6, Fig. 7 also illustrates the trade-off between reliability and oversupply: using $\mu(k)$ as a classifier leads to high FRP oversupplies across the whole $K$ range; however, the conservative FRP requirements result in the lowest frequencies of FRP shortage.

Fig. 8 shows the trade-off between reliability and oversupply in the form of Pareto frontiers. The point at the intersection of two dashed lines represents CAISO's BAU implementation. The two dashed lines divide the plane into four quadrants (I, II, III, and IV), where points in Quadrant III indicate an improvement in both dimensions, points in Quadrant I indicate a degradation in both metrics, and Quadrants II and IV represent noninferior solutions, i.e., an improvement in one objective requires a degradation of the other. In Fig. 8, a significant percentage of kNN points fall into Quadrant III and no point falls within Quadrant I, suggesting that the kNN-based method can result in more economic and reliable solutions than the baseline.

### 4.3. Dynamic selection of kNN parameters

Until now, we have demonstrated that the kNN-based method can potentially improve the estimates of FRP requirements; however, it could also lead to the deterioration of reliability or oversupply when an inappropriate classifier or number of days is selected. In addition, the performance of classifiers can vary significantly with the time of day. As shown in Figs. 5a, 5e, 6a, and 6c, $\mu(k)$ yields the highest reliability levels during early morning and late afternoon in both directions; whereas Figs. 5c and 6c suggest that $\sigma(k)$ outperforms $\mu(k)$ during noon in terms of reliability. The inconsistent performance presented by Figs. 5 and 6 implies the challenges associated with the selection of an appropriate classifier, which motivates the dynamic selection of the optimal kNN parameters.

Fig. 8 shows the results when the kNN parameters are dynamically selected from all 1-dim classifiers. We observe a similar trade-off between reliability and oversupply when the size of the validation set ($N$) changes. In addition, Fig. 8 shows that the results are significantly improved when the kNN parameters are dynamically selected. For example, when $N = 20$, the frequency of the FRP shortage is reduced to 6%, less than any other runs with similar total oversupplies. Another way to view the improvements resulting from the proposed method is to consider the reduction in the value on one axis in Fig. 8, holding the other axis at its baseline value. For example, holding the oversupply at 322 GWh (CAISO’s BAU value), the dynamic selection method brings the probability of FRP shortage down to 6%. Similarly, Table 3 shows that when the risk is held constant at 8%, the oversupply is reduced to 272 GWh from 322 GWh in CAISO’s BAU case, a 16% reduction.

Fig. 9 shows the optimized Pareto frontiers of all 1-site cases and the multi-site case using PCA-kNN from February, August, and October 2020. All optimal Pareto frontiers present similar trends as in Fig. 8 when $N$ varies. Although most 1-site cases present better performance than the baseline, their performance varies because of geographic differences. The variation of performance across sites implies the challenge of using one single site to characterize the weather condition of the whole CAISO region. By contrast, the optimized PCA-kNN frontier accounts for the weather conditions from all 5 sites, and results in less variation of performance. The optimized PCA-kNN frontier presents better performance in terms of both dimensions compared to the baseline and all 1-site cases in February and August. As Table 3 suggests, when the risk of FRP shortage is held at 8%, the PCA-kNN case brings down the oversupply in February to 242 GWh, a 25% reduction compared to CAISO’s BAU case.

To compare the results from the kNN-based methods with other data-driven methods, the evaluation metrics from the benchmark ML/DL models are calculated and shown in Fig. 9d-f. Note that these models do not require the use of historical data to construct predictive distributions of FRP, therefore are not affected by the number of neighbors $K$. As displayed in Fig. 9d-f, the black dots that represent the original benchmark methods are all concentrated in Quadrant IV, indicating reduced oversupplies yet lower reliability levels. For example, the minimum FRP oversupply from February given by the PCA-kNN case is 220 GWh (the points at the bottom as shown in Fig. 9a), which is still significantly greater than the maximum oversupply from the ML/DL benchmarks, 106 GWh; however, the smallest frequency of FRP shortage in the benchmarks is 22.8%, which is greater than not only all kNN-based methods but also the baseline.
The significantly greater chances of FRP shortage of the benchmark methods result in an unfair comparison, therefore, to make a comparison based on a more level playing field, we adjust the FRP requirements from the benchmark methods by multiplying them with a factor $\beta$, where $\beta = 1$ indicates the original results. Owing to the trade-off between the oversupply and the chance of FRP shortage, a greater $\beta$ results in more conservative FRP requirements, i.e., more FRP oversupplies and lower probabilities of FRP shortage. As Fig. 9d shows, the profiles of the adjusted benchmark results resemble the previous kNN profiles. Although several curves fall into Quadrant I, a considerable fraction of the adjusted benchmark results fall into Quadrant III, indicating potential improvement in both dimensions. Particularly, Table 3 indicates that when the reliability level is held constant at CAISO’s BAU level, the oversupplies from the best adjusted benchmark results are even lower than the optimized PCA-kNN method in February and October.

We also evaluate our results by calculating mean absolute error (MAE), a commonly used evaluation metric as defined below:

$$\text{MAE} = \frac{1}{|M|} \sum_{(d, h) \in M} |FRP_{d, h}^D - FRP_{d, h}^D|$$

(24)

where set $M$ represents an evaluation period and is one month in our study. Note that (24) only gives the definition of MAE of downward FRP and the MAE of upward FRP is in similar form. Table 4 shows MAE of all cases. It shows that although single-site kNN at times results in greater MAE values than the baseline, the adoption of PCA appreciably reduces the MAE values and result in better performance. In addition, although the ML/DL method results in the lowest MAE values, as shown in Fig. 9d, it also leads to greater chances of FRP shortage. The fact that MAE fails to take into account system reliability is a limitation, and highlights the importance of considering both oversupply and reliability in the decision-making process.

5. Conclusion

This paper proposed a data-driven method to improve the estimation of the FRP requirements by using probabilistic solar forecasts. We developed a variety of numerical classifiers as labels of weather conditions based on the predicted uncertainty, variability, and cloudiness index of solar irradiance and power. In addition, we adopted PCA to reduce the dimension of multi-dimensional classifiers, which better reflects system-level uncertainties by including classifiers from multiple sites across CAISO. We applied a kNN-based method to identify historical days of similar weather condition and used the realized FRP requirements from these days to construct predictive distributions of the FRP needs, which can be used to give weather-informed estimations of FRP requirements.

By applying the proposed method to the CAISO 15-min RT market, our results from three representative months in 2020 suggest that the proposed method can improve the performance compared to the baseline in terms of both system reliability and oversupplies. Because of the performance sensitivity to the kNN parameters, the paper also
proposed a selection method to dynamically identify the best kNN parameters per hour of the day, which allows power system operators to maximize the benefits of the kNN-based method. Key insights from our results include:

1. The performance of the kNN-based method varies across classifiers and the kNN parameters. Generally, a greater K results in more conservative estimations, i.e., greater FRP requirements and increased reliability levels.

2. Despite variations in performance, the weather-informed decisions perform better in terms of reliability and market efficiency most of the time, especially during early morning and late afternoon, when sunrise and sunset cause greater net load uncertainties. As Fig. 9a shows, by using multi-site classifiers, the PCA-kNN method can reduce FRP oversupply by up to 25% without increasing the risk of reserve shortage.

3. Although different classifiers from a single site explain weather uncertainty from different perspectives, they also present considerable correlations. In addition, a comparison of results using forecasts from different sites suggests that geographical variations can affect performance. In response, the PCA-based method effectively characterizes the system-level weather uncertainty by using only a reduced set of principal components, and results in improved performance when compared with all single-site cases. In our case, using 3 principal components can explain 70%–80% of total variance, and as shown in Fig. 9a, using PCA classifiers results in an additional 11% of reduction in total FRP oversupply compared with the best single-site classifier. The proposed approach is extensible to include more sites (e.g., the entire CAISO region) to further improve the performance, therefore promises greater benefits in real world.

4. Different from the kNN-based method that is bounded by similar days, the ML/DL-based methods learn to estimate reserves with greater variations. Moreover, as shown in Fig. 9, the ML/DL-based methods tend to underestimate FRP requirements, which further result in increased frequencies of FRP shortages. This is because FRP requirements are subject to a lower bound of 0 MW but no upper bound, and because the ML/DL-based methods put the same weights on FRP shortages and oversupplies, underestimating FRP requirements result in smaller prediction errors. This implies that a better objective function is required in the ML/DL-based methods to take into account trade-offs between reliability and economics in real world. In addition, it is interesting to train different ML/DL models for different weather classifications with more years of data.

5. Although the ML/DL-based benchmarks can potentially reduce the oversupply of FRP, our methods present better performance in terms of reliability levels. In addition, Table 3 indicates that our optimized PCA-kNN results outperform the best adjusted benchmark results in August, indicating superior and robust performance. In the other two months, the best adjusted benchmark results show lower FRP oversupplies, however, Fig. 9 shows that a significant percentage of adjusted benchmarks also result in greater FRP oversupplies that CAISO’s BAU results, indicating great variation of performance. By contrast, our optimized PCA-kNN results present better performance than CAISO’s BAU across all months.

The kNN-based method represents a generic approach to providing weather-informed ramping requirements in power market scheduling and operations, which can also be extended to determine the requirements of other forms of ancillary services in electricity markets. As mentioned, the method is also extensible to include other components of net load probabilistic forecasts. One limitation of our analysis is that we assume perfect foresight in load and wind power to focus on solar power, therefore, future studies should include additional uncertainties associated with load and wind power to better reflect real-world rules.

In future work, we will also explore quantifying the economic and reliability benefits using look-ahead market clearing runs, i.e., using UC and ED models. Currently, the selection of kNN parameters is formulated as a multi-objective optimization model that considers reliability and economic separately, as shown in (21). In a multi-objective problem like this, a single solution can be chosen if the user can select weights reflecting the relative priority of the two objectives. Such weights would be user and situation dependent, and would best be selected after studying the trade-offs embodied in the set of efficient (Pareto) alternatives. In addition, a critical caveat in our analysis is that the solar power output is converted from solar irradiance by using simulation tools, which may not reflect the actual irradiance-to-power conversion because of imperfect knowledge of technical parameters of real-world solar power plants, such as inverter capacities, PV panel capacities, and degradation rates. Future work can calibrate the simulated result by comparing it with real-world data or conducting sensitivity analyses to address parametric uncertainties. Comparative studies can also be conducted to demonstrate the impact on the model performance by using simulated PV power as classifiers.
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