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ABSTRACT

In this paper, an optimal operation strategy of a nuclear-renewable hybrid energy system (N-R HES), in conjunction with a district heating
network, is developed within a comprehensive multi-timescale electricity market framework. The grid-connected N-R HES is simulated to
explore the capabilities and benefits of N-R HES of providing energy products, different reserve products, and thermal products. An N-R
HES optimization and control strategy is formulated to exploit the benefits from the hybrid energy system in terms of both energy and ancil-
lary services. A case study is performed on the customized NREL-118 bus test system with high renewable penetrations, based on a multi-
timescale (i.e., three-cycle) production cost model. Both day-ahead and real-time market clearing prices are determined from the market
model simulation. The results show that the N-R HES can contribute to the reserve requirements and also meet the thermal load, thereby
increasing the economic efficiency of N-R HES (with increased revenue ranging from 1.55% to 35.25% at certain cases) compared to the
baseline case where reserve and thermal power exports are not optimized.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0138648

NOMENCLATURE

Sets

B Set of all buses
BL Set of load buses

BHES Set of HES buses
G Set of generators

GHES Set of HES generators
GREN Set of renewable generators

J Set of DHN junctions
L Set of transmission lines

RS Set of reserve types
T Set of time slots

Parameters

Ck
g Generation cost of unit g in block k

Db;t Load at bus b at the tth interval
Dthermal;t Thermal load at the tth interval

DD Duration of the shut-down process
DTg Minimum down time of unit g

HDAC Number of intervals for DASCUC
HRTC Number of intervals for RTSCUC
HRTD Number of intervals for RTSCED
IDAC Interval length for DAC
IRTC Interval length for RTC
IRTD Interval length for RTD
IDTg Initial minimum down time of unit g
IFb;g Injection factor of unit g at bus b
ISAg Number of intervals before startup of unit g
IUTg Initial minimum up time of unit g
Kg Number of blocks in generation cost function of unit g

Limitl Power flow limit at line l
NLg No-load cost of unit g

Pforecast
g;t Renewable power forecast of unit g at the tth interval

Pmax
g Maximum output of unit g
Pmin
g Minimum output of unit g

PSCSg Whether the unit g retained its “on” status before the
horizon

PTDFl;b Power transfer distribution factor from bus b to line l
RD
g Ramp-down limit for unit g
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RU
g Ramp-up limit for unit g

RSD
g Ramp-down limit for unit g at shutdown

RSU
g Ramp-up limit for unit g at startup

RCg;r Reserve cost of unit g for type r
RPt;r Reserve price at the tth interval for type r

RRRt;r System reserve requirement of type r at time t
SDg Shut-down cost of unit g
SUg Start-up cost of unit g

TDPg Shut-down period of unit g
TUPg Start-up period of unit g
UD Duration of the start-up process
UTg Minimum up time of unit g

VOIRr Cost of insufficient reserve of type r
DPk

g Generation block size of unit g in block k

g Electrical to thermal power conversion factor

Variables

db;t Load shedding quantity of bus b at the tth interval
!pg;t Maximum available power output of unit g at the tth

interval
pDg;i Power output of unit g at the tth interval during interval

shutdown
pUg;i Power output of unit g at the tth interval during interval

startup
Hj;t Temperature at j junction at the tth interval
irt;r System level insufficient reserve quantity of type interval

r at the tth interval
lfl;t Line flow at line l at the tth interval

llthermal;t Loss of thermal load at the tth interval
lst Load-shedding penalty at the tth interval

netrrt;r Net reserve export of type r from HES at interval the tth
interval

netpt Net power export from HES at the tth interval
pb;g;t Power output of unit g at bus b at the tth interval
pg;t Power output of unit g at the tth interval
pcg;t Production cost of unit g at the tth interval
pkg;t Power output of unit g at the tth interval in block k

pnetb;t Net power injection at bus b at the tth interval
Pj;t Pressure at j junction at the tth interval
Qt Thermal dispatch from HES at the tth interval

rcg;t;r Reserve cost of unit g of type r at the tth interval
rrg;t;reg Regulating reserve from unit g at the tth interval
rrg;t;r Reserve of type r from unit g at the tth interval
sdg;t Shut-down cost of unit g at the tth interval
sug;t Start-up cost of unit g at the tth interval
vg;t Commitment status of unit g at the tth interval
yg;t Starting-up status of unit g at the beginning of the inter-

val tth interval
zg;t Shutting-down status of unit g at the beginning of the

interval tth interval

I. INTRODUCTION
Flexibility requirement has seen a drastic rise in power systems in

recent years to accommodate the growing renewable generation fleet.1

Research efforts have been targeted to harness flexibility through uti-
lizing existing resources (e.g., energy storage, flexible generation, etc.),
introducing new operational strategies (e.g., demand response, sector
coupling, and flex-ramp reserve2), deploying improved renewable
forecasts,3 and exploring new technologies (e.g., high-voltage direct
current4,5). The coupling between different sectors has gained increas-
ing attention due to additional tradable energy products besides pro-
viding flexible headroom to system operators.6 Generally, the sector
coupling is made at a suitable load center convenient for dispatching
energy products through different energy networks, rather than dis-
tributing it all over the energy system, thus making the success of cou-
pled operation rely on a single point of common coupling. This poses
the system in a position of potential vulnerable exposures to contin-
gency events.7 Since the distributed placement of sector-coupled sys-
tems may not be available in the near future due to technical and
budgetary constraints, alternative solutions ensuring the reliable oper-
ation of the coupled system are desired. One of the possible solutions
could be self-sufficient hybrid energy systems (HES) or more broadly
integrated energy systems.8

The advent of more flexible small modular reactors (SMRs) and
the proved synergy between nuclear and renewable resources make
SMRs a promising component for HES,9 due to their almost zero car-
bon footprint and small operational costs.10–12 SMRs could be coupled
together with renewable generators to form a nuclear-renewable
hybrid energy system (N-R HES). Thermal or gas systems could also
be incorporated to further enhance the flexibility of the system to
leverage virtual storage.13 Sector coupled N-R HES offers a suite of
services at different timescales to promote a more secure and reliable
integration of renewable energy into the system,14 such as ancillary
services. Ancillary services are typically used by grid operators to
reduce imbalances due to uncertainties brought by variable load and
renewable energy resources and to protect the system against contin-
gency events. N-R HES could provide a range of ancillary services at
multiple timescales, such as flexible ramping reserves, regulation
reserves, and frequency response, to reduce the operational risk and
enhance the reliability of the system.15,16

Three types of N-R HES have been studied in the literature:17

tightly coupled, thermally coupled, and loosely coupled N-R HES.
Tightly coupled N-R HESs are co-located, directly integrated, and
co-controlled behind the grid. Thermally coupled N-R HESs have an
integrated thermal connection and are co-controlled, but may have
multiple electrical connections to the grid and subsystems may not be
co-located. Loosely coupled (or electricity-only) N-R HESs only have
electrical interfaces and subsystems that can be located separately with
multiple connections to the grid, but they are co-controlled, so a single
management entity dispatches the energy and services to the grid. This
work focuses on optimizing the operation of a tightly coupled N-R
HES, to extract flexibility in terms of various reserve products.

The conventional role of nuclear plants as base-load serving units
has recently been transformed into (i) managing the volatility of the
growing renewable generation and (ii) reaping additional benefits by
providing different energy and power products. In some countries,
such as France and Germany, system operators have already started to
use nuclear plants in load-following regulation services.18 Studies19

have shown potential benefits and versatility of N-R HES integration
to the power grid, while earning additional revenues through partici-
pating into the ancillary service market besides the energy market.
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Though N-R HES is preferable over their standalone counterparts,20

its interaction with the rest of the grid in different market settings
remains mostly unexplored. A previous study21 has explored the
impact of N-R HES on forward (day-ahead) market and spot (real-
time) market in a price taker role, by assuming that the forward and
spot market prices are already given. A detailed optimization frame-
work of SMR and renewable based HES system included a district
heating network model and focused only on a finer timescale (load-
following and frequency regulation) operation.22 Chen and Garcia23

explored the market equilibrium between an electricity market and
district heating market in a generalized single-stage market setup. A
two-stage (day-ahead and real-time) integrated electricity and heat
market clearing algorithm was proposed by Wang et al.,24 where an
economic dispatch problem was formulated in both stages rather than
considering a unit-commitment model in the day-ahead market. Li
et al.25 analyzed the economic and environmental benefits of a small
nuclear unit based isolated integrated energy system through the simu-
lation of a single stage economic scheduling (dispatch) model. The
model only includes the system-wide power balance constraints, unit
specific capacity constraints, and spinning reserve constraints; the eco-
nomic benefits are determined based on pre-defined fixed cost param-
eters instead of time-varying forward and spot market signals. Al
Kindi et al.26 assessed the operational benefits of a flexible nuclear
plant based on a year-long simulation of a whole-electricity system
investment model (WeSIM), where the whole system setup is repre-
sented by a single-node system without considering any network.
Poudel and Gokaraju27 developed dynamic models for small modular
reactor (SMR) and district heating network (DHN) and performed
simulations to study the transient response in a renewable based HES
system setup. The work focused on the dynamic stability of the opera-
tion and assessed the contribution of N-R HES from the perspective of
frequency response and load-following.

While many of the studies in the literature have proposed worthy
and constructive operation strategies for the IES, most of the simula-
tions have used a single-node system representation instead of using
detailed grid models, which does not capture the detailed operational
characteristics of individual system components. Moreover, most of
the existing studies rely on pre-defined fixed cost parameters or histor-
ical electricity prices to measure the benefits of operation, rather than
using the time-varying electricity prices at pricing points due to the
limitation of lumped model simulation results. In addition, a majority
of the studies have used a single-stage scheduling model to assess the
operational benefits. Though a few studies have used a two-stage unit
commitment-economic dispatch (UC-ED) structure, they have not
adopted the required evolution of operational constraints. Regarding
the thermal system simulation, existing models in the literature have
only considered the capacity constraints and generation-load balance
constraints, which is not sufficient to provide a comprehensive view
on the physical properties of the sector-coupled thermal system.

To further explore the economic and reliability benefits of N-R
HES, this work performs a detailed N-R HES operational study in a
multi-timescale market environment by determining the market clear-
ing price and dispatch levels simultaneously. In addition, a district
heating network (DHN) is incorporated into the multi-timescale mar-
ket model. The DHN is modeled as a lumped heating load constraint
to be satisfied from the varying thermal power exhaust from the SMR.
The bulk thermal dispatch is later fed into a detailed DHN model

developed on a high-fidelity static analysis platform to check the feasi-
bility of the solution in the thermal domain. A three-cycle production
cost model is considered as the multi-timescale electricity market
framework, where the participating cycles include a day-ahead security
constrained unit commitment (DASCUC) model, a real-time security
constrained unit commitment (RTSCUC) model, and a real-time
security constrained economic dispatch (RTSCED) model.
Components of the grid-tied N-R HES and the rest of the grid have
been modeled in great detail to mimic the actual operational character-
istics, e.g., ramp-rate constraints of generators at different stages of
starting up and shutting down, reserve allocation, and deployment
capacity constraints of generating units based on the reserve activation
time and optimization horizon length, etc. Moreover, operational con-
straints have been modified at each timescale to facilitate the proper
representation of the system components’ response in different opti-
mization horizons. The N-R HES components participate in providing
different reserve products depending on their capability to respond
within the respective reserve activation time. Instead of using a given
price signal, the locational marginal price (LMP) is determined in each
of the aforementioned cycles based on the interaction between N-R
HES and the rest of the grid from the system-wide simulation. The N-
R HES helps to satisfy the system-wide power and reserve require-
ments along with other generating entities through its electrical power
and reserve dispatch, thereby actively participating in settling the
LMPs at its pricing point. Major contributions of this work include

• A multi-timescale simulation and optimization framework for
coupled electrical-district heating network is developed.

• The economic benefits of N-R HES are explored via participating
in both energy and ancillary service markets and providing ther-
mal products.

• The N-R HES is modeled to participate as a price-maker instead
of a price-taker, allowing N-R HES to interact with the rest of the
grid and affect the LMP.

The rest of the paper is organized as follows. Section II describes
the model development and assumptions. Section III introduces the
optimization models for multi-timescale electricity market simulations
with N-R HES. Section IV presents a case study and results of N-R
HES operations at different timescales. Conclusions and future work
are discussed in Sec. V.

II. MODEL DEVELOPMENT AND ASSUMPTIONS
The N-R HES modeling and optimization framework are devel-

oped by leveraging the multi-timescale market models of the Flexible
Energy Scheduling Tool for Integrating Variable Generation
(FESTIV).28 FESTIV allows for the explicit modeling of reserve alloca-
tion and deployment, unlike traditional production cost modeling
which only accounts for the holding of reserves. While the base model
of FESTIV only includes the detailed electrical system model, a
lumped district heating network (DHN) model is added to the N-R
HES site, enabling FESTIV to be a multi-carrier energy system simula-
tor. The overall N-R HES setup is shown in Fig. 1.

A. Electrical model
While the multi-carrier energy system simulator platform could

be applied to any general system, the electrical modeling is performed
based on the NREL-118 system.29 The electrical generators of N-R
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HES respond to the system demand and reserve requirement, by pro-
viding both energy and power products. The auxiliary consumption of
the N-R HES is negligible, thus, excluded from the modeling.
Therefore, there is no electrical load included within the N-R HES. To
determine the optimal HES component ratings and location, simula-
tions have been performed with different N-R HES component ratings
at different buses with high load shares. By comparing the results
obtained at all considered locations, bus-12 is selected for N-R HES
installation, due to the least operational cost and the highest accom-
modation capability. More specifically, the N-R HES component rat-
ings and location were selected through an empirical process by
running the DASCUC model, where small modular reactors30 and
wind plants were placed at different load centers. By considering the
convergence and objective function value, the best location (i.e., bus-
12 in this case) was selected with the lowest total cost and reasonably
rated N-R HES components (considering the district heating network
demand satisfaction criterion). Detailed specifications of the N-R HES
components (e.g., SMR, wind, etc.) are determined based on publicly
available sources and literature.31,32 In this study, the N-R HES con-
sists of the following components:

• A small modular reactor of 320 MWe capacity.
• A wind plant of 149.5 MWe capacity.
• A 100 MWt district heating load.

Reserve requirements are determined by following the default
FESTIV reserve rule,28 where the regulation reserve varies with the
system load and other reserves are set at some fixed values. In this
study, four types of reserves have been considered, namely, regulation
reserves, spinning reserves, non-spinning reserves, and replacement
reserves. The action hierarchy of these reserves is implemented by the
difference in the value of insufficient reserves (VOIR) and their activa-
tion time. Renewable sources of N-R HES are only allowed to partici-
pate in the regulation reserve provision, while other generators’
participation to provide different reserves is determined by their oper-
ational characteristics. The assumed VOIRs, their activation time, and
system reserve requirements are summarized in Table I.

B. District Heating Network (DHN) model
To better utilize the exhaust (process) heat from the nuclear plant

of the N-R HES, a circular district heating network is connected via a
5-km long heat pipe with a standard loss factor. Generally, most of the

technologies are not capable of using the exhaust heat from the nuclear
plant without re-heating, but recently new technologies (e.g.,
GTHTR300)33,34 can directly leverage the exhaust heat to provide a
district heating load without compromising the electricity generation.
Instead of using a steam turbine, this type of SMR uses a gas turbine
that enables the waste heat rejection at a higher temperature, such as
200 !C.33 In this work, the GTHTR300 SMR is employed to supply the
DHN. The DHN is assumed to represent a city of sizable population
of approximately 15 000 (a proportionate approximation from the
heating load facts of the city of Paris, France)35 with a maximum heat-
ing load of 100 MWt.

The hydraulic and thermal modeling of the DHN is performed
in pandapipes,36 which is capable of modeling the hydraulic and ther-
mal properties of different thermal systems in great detail. Pandapipes
is a piping grid simulation tool, which is capable of simulating coupled
multi-energy (e.g., power, gas, and district heating) grid infrastructure.
Every component model in pandapipes is interpreted as nodes, edges
of a network each connecting two nodes, and the node element.
Equations are introduced to represent their physical properties. The
set of equations comply with Kirchoff’s laws. Jacobian matrices are
derived for both hydraulic and heat transfer equations, which are
eventually solved by the Newton–Raphson solver to obtain the
hydraulic state variables and node temperatures for heating grids. The
DHN model receives the thermal energy through a heat-exchanger
that transfers the heat from the primary loop of the SMR to the heat-
ing fluid in the district heating circuit. This hot fluid is then circulated
via a constant speed pump, and the thermal energy carried by the fluid
is extracted by another heat-exchanger at the consumer end. The cold
pipe carries the fluid back to the initial heat exchanger for reheating.
The DHN model is developed based on the thermal and hydraulic
characteristic equations.37 At each of the junctions in the DHNmodel,

FIG. 1. The N-R HES with a DHN (mod-
eled as a lumped thermal load), connect-
ing to the NREL-118 system.

TABLE I. Reserve settings.

Reserve type
Activation
time (min)

VOIR
($/MWh)

Reserve
requirement (MW)

Regulation 5 7500 10% of total load
Spinning 10 5000 950
Non-spinning 10 1500 1900
Replacement 30 250 3000
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the incoming and outgoing mass of heating element and thermal
energy flows are balanced out according to the nodal rule of Kirchoff’s
law. Equations (1) and (2) represent the nodal mass and energy flow
balance, respectively,

XNe

e¼1
_we þ _wn ¼

XNe

e¼1
ueAeqe þ _wn ¼ 0; (1)

XNe

e¼1
qe ¼

XNe;in

e¼1
_wncpTe $

XNe;out

e¼1
_wncpTn ¼ 0; (2)

where _we represents the mass flow of the heating fluid through edge e,
and _wn represents the entering or outgoing fluid mass flow through
node n, ue denotes the flow velocity of the fluid, Ae denotes the cross-
sectional area of the edge e (pipe), and qe stands for the fluid density.
qe denotes the incoming and outgoing heat flow at node e, cp repre-
sents the fluid heat capacity, and Te and Tn represent the fluid and
node temperature, respectively.The pressure and temperature differ-
ences Dpe and DTe in a closed loop follow Kirchoff’s mesh rule, which
are represented in the following equations:

XNm

e¼1
Dpe ¼ 0; (3)

XNm

e¼1
DTe ¼ 0; (4)

where Nm denotes the number of edges (2 in this case) that constitute
one closed loop. Since there is no height difference between the nodes
(junctions), the pressure difference is calculated from the following
equation:

Dp ¼ $ q % u2

2
% k

d
% Dl þ f

! "
; (5)

where k denotes the “Darcy friction factor,” d is the pipe diameter, l is
the pipe length, and f represents the pressure loss coefficient. The
heating fluid velocity u is derived from the mass flow rate described in
the following equation:

_w ¼ q % A % u: (6)

With reference to the aforementioned relations described in Eqs. (5)
and (6), the pressure distribution Dp

Dl is determined along the pipe
length. For the heat transfer mode, the temperature gradient along the
pipe length is determined by using the mass flow rate _w calculated
from the hydraulic equation [Eq. (6)] described above, which also takes
into account the heat transfer with the external environment. The tem-
perature distribution is represented in the following equation:

_wcp
DT
Dl
¼ $a % ðTexternal $ TÞ; (7)

where a denotes the heat transfer coefficient and Texternal denotes the
external temperature. These characteristics equations are assembled as
a set of non-linear equations and solved by the pandapipes solver. The
DHN specifications for this study are adopted from the literature,33

which are summarized in Table II.
To avoid dealing with the non-linearity in the DHN model, only

the cumulative thermal load is considered as a parameter in the multi-
timescale models, and the ex-post thermal dispatch amount is fed into
the pandapipes DHN model (non-linear) to confirm the authenticity
of the solution and obtain a detailed characteristics profile of the
DHN. Figure 2 illustrates the process and data flow mechanisms of the
proposed thermal–electric coupling framework by integrating FESTIV
with pandapipes.

TABLE II. District heating network parameters.

Parameter Value Unit

Thermal conductivity of the heat pipe 53 W/(m K)
Diameter of the heat pipe 400 mm
Nominal pump and junction pressure 5 bar
Nominal outlet temperature of the
primary loop heat exchanger

383.15 K

Nominal outlet temperature of the sink
heat exchanger

343.15 K

FIG. 2. High-level flow diagram for the
proposed thermal-electric coupled IREM
framework.
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III. MULTI-TIMESCALE ELECTRICITY MARKET
MODELING

The grid connected N-R HES is simulated in a three-cycle multi-
timescale production cost modeling platform that replicates the whole
time spectrum of scheduling and dispatch operations. The inter-
temporal coupling of the sub-models within the multi-timescale
framework is illustrated in Fig. 3. While N-R HES can provide a num-
ber of reserve and energy products at different timescales, this study
develops optimization and control strategies to maximize the reserve
export available from N-R HES, while satisfying their demand for the
coupled thermal system. The developed framework, namely, the
Integrated Reserve Export Maximization (IREM) Model, aims to max-
imize the reserve provision by N-R HES, thereby improving the eco-
nomics of the system.

A. Integrated reserve export maximization model:
DASCUC

In this IREM DASCUC model, the N-R HES operation is opti-
mized to maximize the reserve export from N-R HES to the power
grid in a forward market (i.e., 1 day-ahead at an hourly resolution).
The optimization is performed in an integrated manner, where the
interaction of N-R HES with the grid is reflected through system-level
constraints, such as the bus power balance, total reserve requirement
constraints, etc.; the same unit-specific constraints are applied to every
component of the N-R HES to keep them consistent with other grid
components. The day-ahead IREMmodel is formulated as follows (for
brevity, some constraints are excluded; please refer to our previous
study15 for the detailed formulation).

1. Objective function and production cost constraints

min
X

t2T

X

g2G

!
sug;t þ sdg;t þ pcg;t þ

X

g2GnGHES

X

r2RS
rcg;t;r

"
þ lst

" #

þ
X

t2T

X

r2RS
VOIRrirt;r þ VOLLthermal ( llthermal;t

" #

$
X

t2T

X

g2GHES

X

r2RS
rcg;t;r ;

(8)

s.t.

sug;t ) SUg vg;t $ vg;t$1½ +; 8g 2 G; 8t 2 T; (9)

sdg;t ) SDg vg;t$1 $ vg;t½ +; 8g 2 G; 8t 2 T; (10)

pcg;t ¼ NLgvg;t þ
XKg

k¼1
pkg;tC

k
g ; 8g 2 G; 8t 2 T; (11)

rcg;t;r ¼
X

g2G
rrg;t;rRCg;r ; 8g 2 G; 8t 2 T; 8r 2 RS: (12)

As shown in Eq. (8), the aggregated objective is to minimize the pro-
duction cost of the whole system (represented by the first term), while
maximizing the reserve cost (rcg;t;r) of the N-R HES (represented by
the third term). Unlike the usual unit commitment model formulation
which is merely a production cost minimization model focusing on
minimizing the cost components related to electrical power generation
(including reserve costs) along with determining optimal commitment
decisions for the plants. This deduction of N-R HES reserve cost enfor-
ces the maximum utilization of reserves exported from the N-R HES.
The loss of thermal load is also penalized by a penalty factor
VOLLthermal, thereby implementing a soft constraint on the thermal
load satisfaction requirement.

Equations (9) and (10) define the start-up (sug;t) and shut-down
(sdg;t) costs, respectively. Equation (11) represents the production cost
(pcg;t) while considering the no-load costs (NLg), and Eq. (12) defines
the reserve cost (rcg;t;r).

2. Maximum and minimum power output

Pmin
g vg;t , pg;t , !pg;t ; 8g 2 G; 8t 2 T; (13)

0 , !pg;t , Pmax
g vg;t ; 8g 2 G; 8t 2 T; (14)

pg;t ¼ Pmin
g vg;t þ

XKg

k¼1
pkg;t ; 8g 2 G; 8t 2 T; (15)

0 , pkg;t , DPk
g ; 8g 2 G; 8t 2 T; (16)

Pmin
g vg;t , pg;t , Pforecast

g;t ; 8g 2 GREN ; 8t 2 T: (17)

Equations (13) and (14) limit the power output (pg;t) of a unit in a par-
ticular period by the minimum power output (pmin

g ) and the maxi-
mum available power output (!pg;t) (this is also constrained by the unit
capacity (pmax

g Þ, respectively. Equations (15) and (16) implement the
aggregated temporal output limit across all the generation cost blocks

FIG. 3. The time-frame setup of three
sub-models of IREM with their update
interval and optimization horizon.
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(pkg;t). For renewable sources, the plant output is further constrained

by its respective power forecast Pforecast
g;t and the corresponding con-

straint is represented in Eq. (17).

3. Minimum up and down time constraints

XIUTg

t¼1
ð1$ vg;tÞ ¼ 0; 8g 2 G; (18)

XtþUTg$1

s¼t
vg;s ) UTgðvg;t $ vg;t$1Þ; 8g 2 G;

8t ¼ IUTg þ 1;…; jTj$ UTg þ 1;

(19)

XT

s¼t
vg;s $ ðvg;t $ vg;t$1Þ
# $

) 0; 8g 2 G;

8t ¼ jTj$ UTg þ 2;…; jTj:
(20)

Equation (18) enforces the generating units to retain their “ON” sta-
tuses if the unit is started at initial hours or before the optimization
time horizon, but the minimum up time (UTg) has still been in effect
at the current time slot. Equation (19) represents the minimum up
time constraint in effect after a transition from “OFF” to “ON” status
change. Equation (20) ensures the continuous transition of unit status
(vg;t) at the end hours of the optimization horizon for units where
minimum up time constraints are applicable. The constraints to enact
minimum down time are similar to these and excluded for brevity.

4. Start-up and shut-down constraints

pg;t ) Pmin
g vg;t $

XDD

i¼1
zg;tþi $

XUD

i¼1
yg;t$iþ1

" #

þ
XUD

i¼1
pUg;iyg;t$iþ1; 8g 2 G; 8t 2 T; (21)

pg;t )Pmin
g vg;t $

XDD

i¼1
zg;tþi $

XUD

i¼1
yg;t$iþ1

" #

þ
XDD

i¼1
pDg;izg;tþDD$iþ1; 8g 2 G; 8t 2 T ; (22)

pg;t , Pmin
g vg;t $

XUD

i¼1
yg;t$iþ1

" #

þ
XUD

i¼1
pUg;iyg;t$iþ1; 8g 2 G; 8t 2 T ; (23)

pg;t ,Pmin
g vg;t $

XDD

i¼1
zg;tþi

" #

þ
XDD

i¼1
pDg;izg;tþDD$iþ1; 8g 2 G; 8t 2 T ; (24)

yg;t $ zg;t ¼ vg;t $ vg;t$1; 8g 2 G; 8t 2 T; (25)

vg;t )
XUD

i¼1
yg;t$iþ1; 8g 2 G; 8t 2 T; (26)

vg;t )
XDD

i¼1
zg;tþi; 8g 2 G; 8t 2 T: (27)

Equations (21) and (22) represent the lower limits for a unit’s start-up
and shut-down trajectories, respectively. UD and DD denote the start-
up and shut-down time, respectively; pUg;i and p

D
g;i represent generator’s

power output at the starting and shut-down period, respectively. They
also bound the ramp-up and ramp-down limits for the particular
period. For both start-up and shut-down processes, the first term on
the right hand side becomes ineffective and the second term of both
Eqs. (21) and (22) effectively controls the start-up and shut-down
power trajectory. Similar to Eqs. (21) and (22), (23) and (24) set the
maximum limit of the power trajectories for the start-up and shut-
down process, respectively. Equation (25) denotes the shut-down and
start-up status change constraint. The parameters yg;t , and zg;t denote
the starting up and shutting down statuses, respectively. Equations
(26) and (27) ensure that the unit is online while starting-up or
shutting-down, respectively.

5. Reserve constraints

!pg;t$
X

r2RS
rrg;t;r , pg;t$1 þ RU

g vg;t$1 þ RSU
g vg;t $ vg;t$1½ +

þPmax
g ð1$ vg;tÞ; 8g 2 G; 8t 2 T; 8r 2 RS; (28)

pg;t þ
X

r2RS
rrg;t;r , !pg;t ; 8g 2 G; 8t 2 T; 8r 2 RS : (29)

Equation (28) enforces the satisfaction of the reserve requirements
while respecting the ramping capability. The parameter RU

g denotes the
regular ramp-up rate of the unit, and RSU

g denotes the ramp-up rate at
the time of starting up. A similar reserve constraint has also been used
to implement the limit for the ramp-down process. Equation (29)
ensures the reserve provision from the unit’s available capacity.

6. Ramping constraints

!pg;t , RSD
g vg;t $ vg;tþ1½ + þ Pmax

g vg;tþ1;

8g 2 G; 8t ¼ 1;…; jTj$ 1
(30)

pg;t$1 $ pg;t , RD
g vg;t þ RSD

g ðvg;t$1 $ vg;tÞ
þPmax

g ð1$ vg;t$1Þ; 8g 2 G; 8t 2 T ; (31)

pg;t $ pg;t$1 , Pmin
g

XUD

i¼1
yg;t$iþ1

þRU
g vg;t $

XUD

i¼1
yg;t$iþ1

" #

; 8g 2 G; 8t 2 T ; (32)

pg;t$1 $ pg;t , Pmin
g

XDD

i¼1
zg;tþi$1

þRD
g vg;t$1 $

XDD

i¼1
zg;tþi$1

" #

; 8g 2 G; 8t 2 T : (33)

Equation (30) represents the constraint required to determine the
available power output of an unit at the time of status transition.
Equation (31) represents the ramping constraint at the intervals of
unit status transitions where the ramping profile is restricted by the
corresponding active upper limit. Equation (32) implements the
ramp-up limit for all intervals except the start-up period. Equation
(33) represents the ramp-down limit at times of shutdown.
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7. System level constraints

X

g2G
pg;t $

X

b2BL

Db;t $
X

b2BL

db;t ¼ 0; 8t 2 T ; (34)

pnetb;t ¼
X

g2GnGHES

pb;g;t IFb;g $ Db;t þ db;t

þ

X

g2GHES

pb;g;t ; 8b 2 BHES; 8t 2 T

0; otherwise;

8
><

>:
(35)

db;t , Db;t ; 8b 2 BL; 8t 2 T; (36)
X

g2G
rrg;t;r þ irt;r ) RRRt;r; 8t 2 T; 8r 2 RS; (37)

rrg;t;reg , RU jD
g ; 8g 2 G; 8t 2 T; (38)

lfl;t ¼
X

b2B
PTDFl;bpnetb;t ; 8l 2 L; 8t 2 T; (39)

$Limitl , lf l;t , Limitl; 8l 2 L; 8t 2 T; (40)

g( pgðnuclearÞ;t þ llthermal;t ) Dthermal;t ; 8t 2 T: (41)

Equations (34)–(41) represent system level constraints. Equation (34)
is the system energy balance constraint. The parameter (Db;t) repre-
sents the bus load, and db;t represents the shedded load. Equation (35)
is the bus-wise net energy constraint, and (IFb;g) represents the bus
injection factor. The bus-wise net energy constraint has been modified
to accommodate the net power export (pb;g;t) from the N-R HES at
the point of common coupling bus. Equation (36) represents the load-
shedding limit constraint. Equations (37) and (38) represent the
reserve constraints. Line flows (lf l;t) are calculated by using the power
transfer distribution factor (PTDF) matrix in Eq. (39) and their limits
(Limitl) are enforced by Eq. (40). Equation (41) incorporates the dis-
trict heating load (Dthermal;t) satisfaction requirement constraint in the
model, where the thermoelectric conversion efficiency (g) is assumed
to be 33%, and a quarter of the energy is assumed to be carried by the
waste heat rejected by the SMR. This is an overly relaxed assumption
compared to Ref. 33 which envisions a deployment of higher efficiency
reactor. The district heating load constraint is modeled as a soft con-
straint to allow the asynchronous dispatch of the thermal fluid.38

B. Integrated reserve export maximization model:
RTSCUC

Within the hierarchy of the multi-timescale simulation frame-
work, the real-time unit commitment model is run ahead of the real-
time economic dispatch. In this work, the RTSCUC model is run at a
15-min interval. Commitment decisions can only be different than the
DASCUC results if the minimum-up time, down time, start-up, and
shut-down time of a specific plant comply with the time interval of
RTSCUC simulations. Since this is also a unit commitment model,
most of the optimization constraints are similar to the DASCUC
model, whereas the commitment status from either the DASCUC or
immediate previous RTSCUC simulation results are passed on as the
initial commitment status. The objective function of RTSCUC is
exactly same to the DASCUC objective function but with a different
interval length. Since most of the constraints are similar to those in the

DASCUC model, only the constraints with significant differences are
included here for the sake of brevity,

yg;t $ zg;t ¼ vg;t $ vg;jTj; 8g 2 G; 8t ¼ 1; (42)

yg;real $ zg;real ¼ vg;t $ vg;real; 8g 2 G; 8t ¼ 1; (43)

yg;jTj $ zg;jTj ¼ vg;jTj $ vg;real; 8g 2 G: (44)

Equations (42)–(44) reflect the commitment constraints of the gener-
ating units (the subscript “real” represents the actual status value
obtained from the latest cycle). This illustrates how the unit commit-
ment decisions are dictated by the previous cycle decisions and propa-
gated from one cycle to the next immediate cycle.

Equations (45) and (46) ensure the compliance of minimum
capacity constraints of the generators, and Eq. (47) represents the gen-
erator ramping constraints,

pg;t $
X

r

rrg;t;r

) pmin
g vg;t $

XtþTDPg$1

t¼t
zg;t $

Xt¼t

t$TUPgþ1
zg;t

2

4

3

5

þpmin
g (minð1; IRTC=UDgÞ

Xt

i¼t$TUPgþ1
ðt $ iþ 1Þ ( yg;i

2

4

3

5

þpmin
g (minð1; IRTC=DDgÞ

XtþTDPg$1

i¼t
ði$ tÞ ( zg;i

2

4

3

5;

8g 2 G; 8t 2 TUPg $ ISAg ;HRTC $ TDPg½ + (45)

pg;t $
X

r

rrg;t;r

) pmin
g vg;t $

XHRTC

t¼t
zg;t $

Xt

t¼t$TUPgþ1
yg;t

2

4

3

5

þpmin
g (minð1; IRTC=UDgÞ

Xt

i¼t$TUPgþ1
ðt $ iþ 1Þ ( yg;i

2

4

3

5

þpmin
g (minð1; IRTC=DDgÞ

XHRTC

i¼t
ði$ tÞ ( zg;i

" #

;

8g 2 G; 8t 2 maxðHRTC $ TDPg ;TUPg $ ISAg $ 1Þ;HDAC
# $

(46)

pg;t $ pg;t$1

, RU
g ( IRTC ( vg;t $ PSCSg $ yg;jTj $

Xt

t¼1
yg;t

" #

þ pmin
g ( IRTC

UDg

! "
( ðPSCSg þ yg;jTj þ

Xt

t¼1
yg;tÞ;

8g 2 G; 8t 2 1;TUPg $ ISAg½ +: (47)

C. Integrated reserve export maximization model:
RTSCED

The RTSCED model is simulated at a 5-min interval. Thus,
within each real-time unit commitment optimization horizon, the
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RTSCED model is run three times. The commitment status from the
RTSCUC model is passed to the RTSCED model. The RTSCED
model determines the dispatch level of the generating units, so the
dispatch results of the unit commitment models and the RTSCED
model may differ in magnitude. Other than the commitment related
constraints, the RTSCED model also contains similar constraints
that affect the real-time economic operations of the system.
Equation (48) implements the maximum capacity limit of the gener-
ating units, whereas the generator minimum capacity limits are
imposed through Eq. (49),

pg;t þ
X

r

rrg;t;r , pmax
g vg;t $ zg;tð Þ

þ zg;t (min pmin
g ;

YHRTD

t¼t
zg;t

 !"

þ
XHRTD

t¼t
vg;t ( zg;t ( pmin

g ( IRTD
TDg

! "#
;

8g 2 G; 8t 2 T (48)

FIG. 4. Comparison with seasonal varia-
tion: electrical power generation of the
nuclear and wind plants in the N-R HES in
the DA cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.

FIG. 5. Comparison with seasonal varia-
tion: electrical power generation of the
nuclear and wind plants in the N-R HES in
the RTSCUC cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.
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pg;t $
X

r

rrg;t;r ) pmin
g vg;t $ zg;t $ yg;tð Þþyg;t (min pmin

g ;
Yt

t¼1
yg;t

 !
þ
Xt¼t

t¼1
yg;t ( pmin

g ( IRTD
UDg

! "" #

þzg;t (
 
pmin
g $ minðpmin

g ;
YHRTD

t¼t
zg;t

 !

þ
XHRTD

t¼t
vg;t ( zg;t ( pmin

g ( IRTD
TDg

! "" #!!
; 8g 2 G; 8t 2 T: (49)

IV. CASE STUDY AND RESULTS
A. Experimental setup

The NREL-118 system is adopted and modified due to its high
renewable penetration. There are 17 wind farms (approximately 4.38%

installed capacity share) and 75 photovoltaic (PV) plants (approxi-
mately 14% installed capacity share) in the system. The N-R HES was
added to a particular bus of the NREL-118 system, which is deter-
mined empirically. For the district heating load profile, the data

FIG. 7. Spinning reserve from N-R HES in
the DA cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.

FIG. 6. Comparison with seasonal varia-
tion: electrical power generation of the
nuclear and wind plants in the N-R HES in
the RTSCED cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.
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provided in the Dispa-SET39 repository have been adopted but scaled
down by assuming a 100 MWt maximum capacity. Since the multi-
timescale model simulations (DASCUC, RTSCUC, and RTSCED)
require renewable power and load forecasts, both day-ahead forecasts
and real-time forecasts from the NREL-118 bus system repository are
adopted.40

To explore the impact of seasonal variation in the electrical and
thermal load on the N-R HES operation and corresponding electricity
market, the whole system is simulated in the multi-timescale environ-
ment for a 24-h period for four typical days, i.e., one from each season
of the year (electrical load data for the first day of January, April, July,

and October from the NREL-118 bus test system’s year-2024 data
repository40 and thermal load data for the same days from Dispa-
SET39 data repository). Simulations are restricted to only a single day-
time horizon due to the high computational expense to solve the mod-
els. The three-cycle models are formulated in GAMS 32.2 and solved
by ILOG CPLEX 12.8. All the simulations are performed on a high
performance computing facility (Ganymede41) using 40 processors
and 64-GB memory. The input and output data processing is per-
formed using the MATLAB interface of FESTIV. The thermal dispatch
data are post-processed via a GAMS-pandapipes interface using the
embedded code option of GAMS. The thermal load dispatch is

FIG. 8. Spinning reserve from N-R HES in
the RTSCUC cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.

FIG. 9. Spinning reserve from N-R HES in
the RTSCED cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.
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converted to a proportional mass flow rate to be fed into the panda-
pipes hydraulic-thermal model of the DHN. The nominal mass flow
rate for the maximum SMR generation is set at 60 kg/s, which is pro-
portionally changed based on the electrical output of the SMR. To pro-
vide the considered thermal load with realistic network parameters, it
is assumed that 10 identical DHNs are connected to the SMR heat
exhaust section.

B. Results and discussion
This study investigates the whole system energy resource sched-

uling and dispatch in DASCUC, RTSCUC, and RTSCED cycles in

typical days of the four seasons. Since the 10 connected DHNs are
identical, the day-ahead (DA) pressure and temperature profiles are
presented for one representative DHN.

Figure 4 illustrates the day-ahead generation from N-R HES at a
typical day in four different seasons of the year. The N-R HES demon-
strates its responsiveness to the system load, as the cumulative N-R
HES generation increases at late peak hours of the day. The N-R HES
cumulative generation profile in October has a higher variation com-
pared to others, due to the more variable wind generation. Figures 5
and 6 show the N-R HES generation obtained from the RTSCUC and
RTSCED cycles, respectively. The same trend of generating more

FIG. 10. Replacement reserve from N-R
HES in the DA cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.

FIG. 11. Replacement reserve from N-R
HES in the RTSCUC cycle of a typical
day in (i) Januray, (ii) April, (iii) July, and
(iv) October.
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power at the late peak hours can also be seen here, though with a
higher granularity in the RTSCUC and RTSCED cycles. Compared to
the DA cycle, the nuclear power output remains flat at all intervals
since ramping becomes prohibitive in the shorter optimization hori-
zon in the real-time cycles due to its slower ramp-rate. The nuclear
plant prefers to capitalize its power over other ancillary products. The
wind plant shows slightly different profiles in these cycles. The
RTSCUC has more wind generation than the RTSCED, as the
RTSCED time resolution is more suitable for the wind plant to allocate
its capacity for more expensive ancillary services.

Figures 7–9 show the spinning reserve schedules from N-R HES
in both day-ahead and real-time cycles. Akin to the generation

schedule, the real-time schedules show more variability due to the
higher time resolution, thus allowing more frequent changes in sched-
uling decisions. The non-spinning reserve is also included in the
reserve spectrum, but since the objective aims to the maximum utiliza-
tion of N-R HES resources to ensure the maximum return on the
investments made on this capital intensive energy source, units switch-
ing from offline to online status were not observed within the simula-
tion. Thus, N-R HES did not contribute to the non-spinning reserve
during the simulation periods.

Figures 10–12 show the contribution of N-R HES to the replace-
ment reserve requirement in both day-ahead and real-time cycles. A
similar pattern of more variability in the real-time cycles is also

FIG. 12. Replacement reserve from N-R
HES in the RTSCED cycle of a typical day
in (i) January, (ii) April, (iii) July, and (iv)
October.

FIG. 13. Regulation reserve from N-R
HES in the RTSCED cycle of a typical day
in (i) January, (ii) April, (iii) July, and (iv)
October.
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observed in the replacement reserve schedules from N-R HES, but the
magnitude is higher than that of the other reserve products. The
replacement reserve has a longer activation time than others, so less
flexible plants like nuclear plants are expected to participate more in
replacement reserve provision. While the nuclear plant in the N-R
HES is chosen to participate in all types of reserve products, the wind
plant is only included in the regulation reserve provision.

Figure 13 shows the regulation reserve schedules of N-R HES in
the RTSCED cycle. In the day-ahead and RTSCUC cycles, none of the
N-R HES components is observed to participate in the regulation
reserve provision. The reserved wind generation capacity during the

RTSCUC cycle is dispatched as regulation reserve in the RTSCED
cycle, since the regulation reserve activation time properly aligns with
the RTSCED optimization horizon length. Due to the inclusion of
reserve products from N-R HES in all three market models, part of the
N-R HES capacity is allocated for reserve provision.

The locational marginal prices (LMPs) of the electric system
from the DASCUC, RTSCUC, and RTSCED models at the N-R HES
location are shown in Figs. 14–16, respectively. Compared to the
DASCUC and RTSCED cycles, RTSCUC has higher LMPs. The rea-
son can be attributed to the costs associated with starting up and shut-
ting down a larger number of fast but expensive units. This leads to

FIG. 14. DA LMP at the N-R HES location
of a typical day in (i) January, (ii) April, (iii)
July, and (iv) October.

FIG. 15. RTSCUC LMP at the N-R HES
location of a typical day in (i) January, (ii)
April, (iii) July, and (iv) October.
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higher operating cost and results in a comparatively higher marginal
cost value compared to DASCUC (in which slower plants are commit-
ted) and RTSCED (that does not take into account of no load, start-
up, and shut-down costs). Higher N-R HES generation can also lead
to higher LMPs, due to potential congestion cost increase as a result of
higher power injection from N-R HES. When the congestion cost
component of the LMP is increased due to this surplus injection, the
energy costs are also affected, as the branches connected to the N-R
HES bus have capacity limits. So accommodating additional genera-
tion and reserve allocation from N-R HES may lead to costly

adjustments of the dispatch level of expensive online units. Since there
exist complex interactions among system components in calculating
the LMP, it is challenging to exactly pinpoint the LMP causes.

The DHN thermal load and the loss of load in the day-ahead
cycle are shown in Fig. 17. An instance of loss of thermal load is
observed in January, which is the coldest month with the highest heat-
ing load. In other months of the year and in real-time cycles, there is
no loss of load observed. These thermal load loss profiles implicitly
imply that the N-R HES is solely capable of meeting the thermal load
demand in most instances.

FIG. 16. RTSCED LMP at the N-R HES
location of a typical day in (i) January, (ii)
April, (iii) July, and (iv) October.

FIG. 17. Thermal load profiles of DHN in
the DA cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October.
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The pressures at four junctions in the DHN are shown in Fig. 18,
which are determined from the pandapipes simulation of the DHN,
with given thermal load dispatch schedules in the day-ahead cycle.
Since the real-time simulation results are very similar to the DA
results, they are not included here. It is evident that all the junction
pressures are around the nominal 5 bar pressure setpoint. Junction-2
and Junction-3 show the same pressure profile at all the intervals due
to their close proximity. Junction 4 shows the most drastic change due
to its proximity to the end of the return cold pipe.

The temperature profile along the DHN is summarized in Table
III. The temperature profile remains the same in all of the simulated
days and in other cycles. The temperature values at different junctions
are close to the nominal setpoints and are within the acceptable range.

To assess the economic benefits of the proposed reserve maximi-
zation approach, a baseline case is designed, where the reserve export
is not maximized and the waste heat of N-R HES is not utilized. Figure
19 compares the N-R HES revenue between the proposed IREM
framework (with reserve optimization and district heating supply) and
the baseline, in the day-ahead unit commitment, real-time unit com-
mitment, and real-time economic dispatch cycles. To evaluate the rev-
enue gained from supplying heating loads, a flat-rate of $32.38/MWt

from a regulated Swedish district heating market42 is adopted. It is
observed that the proposed N-R HES operation framework always
results in a higher revenue, due to the increased benefits from the
reserve market. The revenue earned from energy market remains simi-
lar. In addition, there is a significant revenue increase from district
heating supply during cold days as shown in Table IV. It is seen that
the proposed IREM strategy reaps more benefit for the N-R HES in
days with abundant renewables than that in days with scarce renew-
ables, where the revenue growth ranges from 1.55% to 35.25% at dif-
ferent cases. The proposed approach also reduces the total cost of the
NREL-118 bus system operation, which is shown in Table V. The

FIG. 18. Pressure profiles of the DHN in
the DA cycle of a typical day in (i)
January, (ii) April, (iii) July, and (iv)
October. (Pressure profiles of Junction-2
are same to Junction-3 pressure profiles
in all cases.).

TABLE III. Temperature profile in DHN (J represents junction).

Temperature J-1 J-2 J-3 J-4

Nominal setpoint (K) 378.15 343.15 338.15 315.15
Pipe-flow result (K) 378 343 338 315
Deviation (%) 0.039 0.043 0.044 0.047

FIG. 19. Comparison of economic benefits for N-R HES between the baseline and
the proposed IREM strategy in (a) DASCUC, (b) RTSCUC, and (c) RTSCED.
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reduction in cost varies based on the system condition. For example,
when the demand is comparatively higher (e.g., July), the system has a
lack of capacity to deploy for ancillary services.

To evaluate the reliability benefits of the proposed IREM
approach, the AGC model simulation results were leveraged to calcu-
late the Control Performance Standard 2 (CPS2) metric presented in
Table VI. The inclusion of N-R HES to the system has slightly
improved the CPS2 value in the days of April and October, whereas it
remains the same in January and July. The same CPS2 values indicate
the possible depletion of available resources to meet the system
demand while no surplus to improve the reliability further.

V. CONCLUSION
In this paper, a multi-timescale electricity market simulation

model was developed and customized to maximize the benefits of
grid-connected N-R HES from the perspective of energy and reserve
export. A three-cycle model was considered, including two hourly and
sub-hourly unit commitment models and one real-time dispatch
model. The N-R HES was employed in a price-maker role rather than

in the conventional price-taker role. A DHN was integrated into the
detailed NREL-118 test system as a lumped thermal load. The thermal
dispatch values for DHN were verified in a detailed pandapipes DHN
model (a hydraulic-thermal model). The proposed approach resulted
in higher revenue than the regular grid connected N-R HES in all the
considered cases. Potential future work will explore methods for the
asynchronous coordination between electricity and thermal products
with a more detailed SMRmodel.
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