Control Circuit Overhead for Stateful Memristor Logic
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Abstract—Memristors are considered as a potential replacement of CMOS transistors in light of their low switching energy, high density and non-volatility. These two-terminal devices have been shown to be versatile and efficient for implementing logical, neuromorphic, and in-memory computing systems. However, memristor-based computing circuits require complex sequential operations that are controlled by overhead circuitry, and these control circuits have not been considered in previous efficiency analyses of memristor logic. Here we thoroughly analyze the overhead circuitry for memristor logic and evaluate the actual area, power, and delay consumptions for complete memristor logic systems. This evaluation includes a horizontal comparison between the original IMPLY-based memristor logic to pure-CMOS logic in implementing standard logic gates and a one-bit full adder. The results show that when the overhead control circuitry is considered, memristor logic is ten orders of magnitude less efficient than conventional CMOS logic.
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I. INTRODUCTION

Memristors have been explored deeply for next-generation logical, neuromorphic, and in-memory computing (IMC) systems due to their potential for non-volatility, low switching energy, and high density. However, the non-volatility and the two-terminal connectivity of memristors necessitate complex signaling to switch the device state. To properly deliver these input stimuli, complex CMOS driving circuits are needed that consume enormous quantities of energy. Furthermore, memristor logic requires clocked sequential steps to perform most basic logic functions, rather than a single combinational operation as in CMOS logic [1]. This sequential control mechanism needs to be implemented in additional circuitry in order for the system to store and execute these sequential operations. This requirement of excessive CMOS control circuitry poses a serious threat that must be considered in order to enable realistic predictions of the efficiency of this technology [2].

II. BACKGROUND: MEMRISTORS & STATEFUL LOGIC

Fig. 1(a) shows the symbol of a memristor. A positive voltage applied to the “+” terminal relative to the “−” terminal that exceeds a specific threshold voltage decreases the resistance to RON, while a negative voltage applied to the “+” terminal relative to the “−” terminal that exceeds a specific threshold voltage increases the resistance to ROFF [3]. Stateful memristor logic leverages this non-volatile threshold switching, and has been demonstrated both theoretically [1] and experimentally [4], [5].

Fig. 1(b) shows the schematic of a memristor-based logic gate that implements the material implication function (IMPLY), while its truth table is shown in Table I. This IMPLY gate is the most fundamental stateful memristor logic function, as it requires only two memristors and one operation step. Three different voltage levels are required to execute the operation correctly: conditional voltage VCOND, set voltage VSET, and reset voltage VRESET. The memristor switches states from high resistance (0) to low resistance (1) when the VSET voltage is applied across its terminals from + to −. The VCOND voltage is of less magnitude than VSET, such that applying VCOND or (VSET - VCOND) across a memristor does not change the memristor from high resistance (0) to low resistance (1). Furthermore, since memristors are non-volatile, a reset operation is needed to change the memristor from low resistance (1) to high resistance (0) by applying VRESET across the memristor. Thus, there are four possible connectivity configurations for the + node of each memristor in the IMPLY-based memristor logic: VSET, VCOND, VRESET, and floating [2].

It should be noted that in addition to IMPLY-based logic, numerous other memristor logic approaches have been proposed [6]-[8]. These other approaches, however, require even more CMOS control circuitry than IMPLY-based stateful memristor logic, thereby necessitating even greater area and energy overhead.

III. CONTROL CIRCUIT OVERHEAD ANALYSIS

Figure 2 shows a system architecture of the control circuit for IMPLY-based memristor logic [2]. For each memristor, the VSET, VCOND, and VRESET must all be accessible; therefore, each memristor requires three power transistors to deliver the proper
Driving voltage. A system clock signal increments a counter circuit that generates the address signal that is provided to a ROM which contains the serial step information to implement the desired function. The instructions from the ROM output are used to drive a set of decoders that control the CMOS power transistors driving each memristor. This block diagram is a fully-scalable control block that can be used to control any number of memristors with any number of steps for the computation.

Table II summarizes the number of devices required to perform standard logic functions in conventional CMOS logic and memristor logic with supporting transistors [2]. Though the memristor count (M) in IMPLY-based logic is less than the number of the transistors (T) in the pure-CMOS logic, when the overhead circuitry is taken into account, the memristor logic requires hundreds of extra CMOS transistors to aid in implementing the same logic functions. Beyond the extra area and energy cost of using CMOS transistors in the overhead control circuitry, the sequential operation mechanism of the memristor logic leads to a longer delay. Table III shows the energy-delay product (EDP) of performing the same logic functions in both stateful memristor logic and pure-CMOS logic, demonstrating that stateful memristor logic has an EDP ten orders-of-magnitude higher than conventional CMOS implementations [2].

IV. CONCLUSIONS

Memristors have been explored as potential replacements for CMOS transistors in the beyond-CMOS era in light of their non-volatility, low switching energy, and high density. When evaluating the potential of memristors in next-generation computing systems, it is important to include the required overhead CMOS control circuitry in the evaluation of the memristor-based logic systems. Here we demonstrate that the control circuitry required for stateful memristor logic has enormous overhead costs, leading to an EDP more than ten orders-of-magnitude greater than conventional CMOS logic implementations. Therefore, though stateful memristor logic may have utility within a non-von Neumann computing architecture that makes efficient use of the memristor non-volatility, the prospects for stateful memristor logic within a conventional computer architecture are severely limited by the overhead of the control circuit.
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