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ABSTRACT
Recently graph neural networks (GNN) have shown promise in
detecting operators (multiplication, addition, comparison, etc.) and
their boundaries in gate-level digital circuit netlists. Unlike formal
approaches such as NPN Boolean matching, GNN-based methods
are structural and statistical. This means that making structural
changes to the circuit while maintaining its functionality may nega-
tively impact their accuracy. In this paper, we explore this question.
We show that indeed the prediction accuracy of GNN-based opera-
tor detection does fall following simple circuit rewriting. Thismeans
that custom rewrites may be a way to hamper operator detection in
applications such as logic obfuscation where such undetectability
is a security goal. We then present ways to improve the accuracy
of prediction under such transforms by combining functional/semi-
canonical information into the training and evaluation of the ML
model.

CCS CONCEPTS
• Security and privacy→ Security in hardware.
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1 INTRODUCTION
Modern real-world digital designs are generated by a multi-stage
process akin to software compilation. A description of the func-
tionality of the design is described first in a hardware-description-
language (HDL) programming language. This HDL code is then
typically translated into a data-flow-graph (DFG) with operators
(e.g. addition, multiplication, Boolean, etc.) and operands as nodes,
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and edges as connections. Each operator is then mapped to a spe-
cific gate-level circuit structure. The resulting gate-level netlist can
be further optimized during which different operator logic may mix
with each other until a final gate-level netlist is produced.

In this paper, we focus on the problem of recovering the op-
erations in the original HDL/RTL, i.e. the original DFG, from a
gate-level netlist. This problem has important applications. The
first is in “reverse-engineering for trust”. Here, an end-user is given
a gate-level netlist design by an untrusted party that may include
malicious off-spec functionality, i.e. a hardware Trojan. Recovering
a DFG for such a gate-level netlist can help assist the end-user in
verifying that the design is non-malicious.

Second, understanding the limits of operator detection can help
in assessing the security of circuit obfuscation schemes. Circuit
obfuscation schemes are techniques that aim to deliberately ob-
scure the structure or functionality of the circuit which in turn can
hamper successful malicious tampering of the design. If operator
detection is possible in an obfuscated netlist, then the obfuscation
scheme is leaking important information about the functionality of
the design and maybe insecure.

Formal techniques such as equivalence checking or NPN match-
ing [7] can be used to provably find a given operator in a netlist.
However, their complexity is super-polynomial as they require NP-
hard problem solving such as SAT and QBF. Hence, heuristic and
statistical techniques have been used as a less accurate but faster
alternative. Recent work [2] has shown how graph neural networks
(GNNs) trained on labeled netlist examples can detect common
operators with high accuracy (above 80%).

Since the GNN in this approach is only given the graph structure
and node gate types, there is the question of whether it can ac-
curately classify functionally-equivalent yet structurally-different
subcircuits. In this paper, we study this question. Specifically:

• We generate a dataset of operator circuits subject to rewriting,
i.e. replacing circuit subgraphs with functionally equivalent al-
ternatives. We demonstrate how this rewriting can drastically
diminish the accuracy of GNN-based operator detection.
• We in response add a set of functionality-aware features to the
model and show how this improves the detection accuracy of the
model. We also demonstrate how training on synthetic rewritten
data can improve accuracy.

The paper is organized as follows: Section 2 presents preliminar-
ies and background. Section 3 presents our technical approach to
the studying the issue. Section 4 presents experimental results and
Section 5 concludes the paper.
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2 PRELIMINARIES
Graph Neural Network (GNN). Traditional neural networks re-
ceive vector/matrix data. Hence they cannot directly operate on
compact representations of graphs. Graph Neural Networks (GNNs)
are models built for this task from the ground up.

A Graph Convolutional Network (GCN) [6] is one of the most
prominent GNN structures. The layer performs the following oper-
ation on node encodings 𝐻 (𝑙) updating them to 𝐻 (𝑙+1) :

𝐻 (𝑙+1) = 𝜎 (�̃�−
1
2𝐴�̂�−

1
2 𝐻 (𝑙)𝑊 (𝑙) )

Here �̃� = 𝐴+𝐼𝑛 is the adjacencymatrix of the graph𝐴 plus 𝐼𝑛 self-
connections. �̃� is the degree matrix of the graph,𝑊 is the layer’s
weights, with 𝜎 as the activation function of the layer. Therefore,
the previous node encodings are updated via combining them with
weights and information from their neighbors through the matrix
𝐴. This corresponds to passing data around in the graph, without
the need for operating on the explicit full-rank adjacency matrix 𝐴.
𝐿 GCN layers correspond to each node sensing information from 𝐿

hops away in the graph. After the 𝐿 rounds, one can use the node
encodings𝐻 (𝑙) for node-level regression/classification. Graph-level
prediction can be done by aggregating the final node encodings
𝐻 (𝑙) using various aggregation techniques.

GNN-RE: GNN-based Reverse Engineering (Operator De-
tection). As first introduced in [2], one can take a set of RTL exam-
ples with known operations, synthesize them down to the gate-level
netlist while maintaining what operator each gate belongs to. Then
the operator membership of each gate is used as a node-level label
that a GNN will be trained to predict. On datasets consisting of sev-
eral operations (multiplication, addition, multiplexing, etc.) GNNs
were shown to achieve higher than 80% accuracy.

In GNN-RE, the circuit is encoded as a graph with gates as nodes
and connections between the gates as edges. The initial node en-
codings in GNN-RE consist of several fields. These fields include
the count of gates with specific functionalities in the ℎ-hop neigh-
borhood of the node. So the initial encoding in GNN-RE already
includes some form of neighborhood information. The GraphSAGE
library was used in GNN-RE which samples fixed-length walks of
the graph rather than applying a GCN directly. The authors argued
that this would assist in reducing the runtime complexity, by al-
lowing the user to train on a sampled subset of the graphs in the
circuits. Since the goal here is classification, a softmax layer at the
output of the model was used to classify each node to one of the
available operator categories.

3 OPERATOR-DETECTION UNDER CIRCUIT
REWRITING

3.1 Circuit Rewriting
Circuit rewrites are used extensively in logic synthesis and DFG
optimization. Consider the fact that 𝑎 + 𝑏 − 𝑎 = 𝑏. This means that
if we search the DFG of a program/circuit and are able to find an
expression matching 𝑎 + 𝑏 − 𝑎, we can simply replace it with 𝑏.
Such a rewrite will reduce the complexity/size of the graph. The
same can be done for Boolean logic circuits. ABC for instance, as
one of the fastest yet most effective logic minimization tools, uses
an And-Inverter-Graph (AIG) rewriting algorithm [8]. Here the
circuit is first converted to an AIG. Then the algorithm attempts to

replace 4-input subcircuits in the AIG with a set of pre-compiled
optimal alternative structures and see which replacement produces
the most area/delay savings.

It is possible to generalize and formalize the notion of rewriting
for Boolean circuits. Here, given a circuit 𝐶 (𝑥) = 𝑦 with primary
inputs 𝑥 and outputs 𝑦 consisting of gates 𝑔𝑖 that can take on
functions from a basis 𝐵 (i.e. 𝐵 = {AND/OR/NAND/NOR/BUF}), a
rewriting procedure 𝑅 is a (probabilistic) algorithm that alters the
structure of 𝐶 while maintaining its functionality. i.e. 𝐶 ′ ← 𝑅(𝐶)
where ∀𝑥 ∈ 𝑋, 𝐶 (𝑥) = 𝐶 ′(𝑥).

3.2 Theoretical Limits
Consider a synthesis flow in which the DFG of the HDL is converted
to a gate-level netlist by a one-for-one simple replacement of the
operators in the DFG with cells from a pre-compiled public circuit
library. Here a reverse-engineer with knowledge of the library can
in theory recover the precise DFG. In the worst-case, the reverse-
engineer may use subgraph-isomorphism (SGI), which is an NP-
complete algorithm, against the circuit library. A trained GNN
while not as complete as the SGI approach, will learn the library
structures over time and hopefully predict the right operators.

Both the SGI and GNN approach however can fail as soon as even
simple rewriting is applied. Consider the case of a bit-wise XOR
operation applied to two 8-bit words 𝑦 = 𝑎 ⊕ 𝑏. One can randomly
pick 4 of the bits in the operation, replace the XOR gate with an
XNOR gate plus an inverter at one of its inputs. SGI will no longer
match this as an 8-bit XOR. Instead, it may detect it as a 4-bit XOR
and a 4-bit XNOR. If the inverter on one of the bits is pushed into
neighboring logic it can hamper SGI’s matching of that logic as
well. A GNN that is trained on recognizing 8-bit XORs, may run
into issues here too. Although the statistical nature can make it
more robust than the SGI approach.

If an equivalence-checking (EQ) approach is used instead, it may
be able to detect that the functionality of the circuit has been pre-
served despite the rewritings introduced. The broader question of
whether rewriting can in an information-theoretic manner hide
the original DFG remains. One can envision cases where a DFG
is rewritten in a manner where no algorithm can successfully dis-
tinguish between alternative choices of original DFGs. Finding a
rewriting procedure 𝑅 that can with provable security hide maxi-
mally that which is “hide-able” in the circuit in the first place will
be an indistinguishability-obfuscator 𝑖𝑂 . Developing 𝑖𝑂 has been
a holy grail in cryptography for more than a decade [5]. 𝑖𝑂 with
low-overhead has been quite elusive. Hence, there are some practi-
cal limits to how much rewriting/structural-obfuscation can hide
high-level functionality.

In this paper, we show that practical simple rewriting does hurt
the accuracy of GNN-based prediction. Secondly, we show that
as intuited here incorporating features that capture functionality
rather than mere structure do indeed improve model accuracy in
the presence of rewrites.

3.3 Dataset Generation
Operator-DAGs. In order to train and evaluate our models in this
paper, we need training datasets of circuits. The circuit gates need
to be labeled according to the operator that they belong to. In [2] au-
thors created several handcrafted HDL circuits and synthesized and



(a) The behavior-level operator DAG
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(b) The gate-level operator DAG

Figure 1: An example of a random generated operator DAG with
10 inputs and 9 operations. The operators (&:and, ∧:xor, |:or,
>=:comparison, +: add, ∗: multiply) are colored in the DAG the same
color as gates that belong to them in the netlist.

labeled their gate-level netlists. In our work, we automatically gen-
erate HDL (Verilog) designs. These are built via a DAG construction
algorithm.

The algorithm is as follows. The user selects the number of input
words 𝑥𝑖 and their width |𝑥𝑖 |. A list 𝐿 = {𝑥0, ..., 𝑥𝑛} is constructed
first that includes these words. At random two elements of 𝐿 are
picked, and a binary operator is applied between them. The oper-
ators are picked at random from a set of possible operators with
user-specified selection likelihood weights. We use the following in
our experiments: {multiplication:0.3, addition:1, xor:1, or:1, and:1,
comparison:1}.

Each time an operator is applied its resulting word is added
back into the list 𝐿. To ensure the connectedness of the inputs,
intermediate DAG nodes are not picked until all input words have
been picked at least once. The user can specify how many nodes to
add. In our experiments, we stop once 𝑛 − 1 operators have been
created with 𝑛 being the number of input words. The resulting HDL
is then synthesized to gate-level.

In order to label the gate-level design we first use a directive
to keep the word wires alive during the synthesis process. Then,
given a binary operator 𝑦 = 𝑜𝑝𝑡 (𝑥𝑖 , 𝑥 𝑗 ), starting from the wires in
𝑦, backward BFS exploration until we reach 𝑥𝑖 and 𝑥 𝑗 , will help
identify all the gates that belong to the operator 𝑜𝑝𝑡 .

An example of an operator DAG and its gate-level synthesized
and labeled netlist can be seen in Fig. 1.

Rewriting. As for rewriting, while the space of possible rewrite
transforms is prohibitively large, in this paper, we use a simple
set of rewrite rules revolving around inverter introduction and
absorption. The rules operate on individual gates rather than 𝑘-
cuts as done in AIG-rewriting. We leave the exploration of more
complex rewriting rules to future work.

Our first category of rewrite rules consists of DeMorgan’s law
applied to AND/NAND or OR/NOR gates. Per Fig.2a an AND gate
may be converted to a NOR gate with two inverters introduced

at its inputs: i.e. 𝑎 + 𝑏 = (𝑎 + 𝑏). A similar rule can be applied to
OR/NOR gates. The second rewrite rule is for XOR/XNOR gates.
Here, one can take an XOR gate and convert it to an XNOR gate
with a single inverter added to one of its inputs. i.e. 𝑎 ⊕ 𝑏 = (𝑎 ⊕ 𝑏),
or convert an XNOR to an XOR.

While the above rules primarily introduce inverters into the
design, our third rule category tries to absorb them. Here we replace
an even number of back-to-back inverters with none or absorb an
inverter that follows a gate into the gate (e.g. changing AND+NOT
to NAND) per Fig. 2b.

The above rules are applied by first randomly selecting a subset
of the circuit gates. This subset is sized as an 𝑅𝑝 (rewrite percent-
age) portion of the gates in the circuit. The first and second rules
(inverter introduction) are applied to these gates. Then, the third
rule (inverter absorption) is applied to the entire circuit eating up
extra inverters.

Since we do not outsource the rewriting to ABC or another
synthesis tool we are able to keep track of the node (gate) labels
through the rewriting process. An example rewriting of an operator
DAG with different 𝑅𝑝 values can be seen in Fig. 3.

(a) Rewrite rule one/two (Inverter introduction)

(b) Rewrite rule three (Inverter Absorption)

Figure 2: Simple Rewriting Rules

3.4 Functional Features
As we will demonstrate in Section 4, the above simple rewrite rules
can reduce the GNN’s accuracy significantly. In order to improve
upon the model’s accuracy in the face of rewriting we experiment
with adding functional features to the model in this paper. We
assume the baseline node feature to simply be (a one-hot encoding
of) the functionality of the individual gate itself. We denote this
node encoding/feature with gf. We may append to this baseline
vector additional features as discussed here.

GNN-RE features. We adopt a set of features from GNN-RE [2]
which we denote with gnnre. This includes a 12-dimensional vector.
The first two fields capture the number of PIs and POs that the gate
is immediately connected to. The last two fields capture the input
and output degree of the gate in the circuit graph. The intervening
8 fields document the number of different functions/cell-types in
the 1-hop neighborhood of the gate (given that we have 8 different
functions/cells in our cell library). The gnnre features described
above are still considered structural features as they do not directly
equate to functionality.
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Figure 3: An operator DAG of 10 inputs and 9 operations rewritten with multiple percentages (𝑅𝑝s).

Truth Table. The truth table is an explicit representation of
the functionality of a circuit. Hence, it may serve as a candidate
functional feature. Note that for an individual gate, its functionality
as defined by the gf feature is simply a representation of its truth
table. So a truth table here would be useful only if it is capturing a
larger subcircuit. In this paper, we experiment with taking the truth
table of multiple subcircuits rooted at a target node as tt features.

This is done by first performing a 𝑘-cut-enumeration on the
target gate 𝑔𝑖 . A 𝑘-cut of 𝑔𝑖 is a connected subcircuit rooted at 𝑔𝑖
with precisely 𝑘 inputs (𝑘-input logic cone). 𝑘-cut-enumeration is a
procedure that finds all the 𝑘-cuts rooted at 𝑔𝑖 with 𝑘 ≤ 𝑠 with 𝑠 as
a user-given parameter. This is done by recursively constructing
new cuts from the existing cut set by replacing a given cut’s 𝑖th
input with the gate that is connected to it, and stopping the process
once the 𝑠 size limit is reached. The tt feature consists of the truth
table of the smallest 3 cuts in the cut-enumeration with 𝑠 = 4. The
table is extracted by simulating the cut for every possible input
pattern, with the nodes being ordered according to their node ID in
the graph. The truth table is represented as an integer that captures
the index of the given truth table in a set of all seen truth tables in
the current circuit database. One can alternatively use the binary
truth table as an integer or as a binary vector.
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Figure 4: Overhead statistics on each rewriting percentage. The or-
ange line in each box represents the average value.

NPN Class. The set of all circuits that can be made functionally
equivalent to one another by permuting or negating their inputs and
outputs belong to the same Negation-Permutation-Negation (NPN)-
class. For 4-input single-output circuits, there are 224

= 65536 dif-
ferent truth tables, but only 255 NPN classes. NPN classes are used
in AIG-rewriting [8] to replace 4-input structures with alternative
ones. NPN-matching is the problem of finding an NPN-equivalent
subcircuit in a larger circuit and has been used traditionally for
operator detection [10].

Truth table features are sensitive to the ordering of the input
wires. However, the NPN class of a cut is not. Hence we experiment

with including NPN classes in the node feature vector. The npn
features in our experiments consist of the NPN class of the smallest
3 cuts in the cut set rooted at gate 𝑔𝑖 . The classes are represented
simply by their index in the set of all seen NPN classes in the dataset
which is extracted beforehand using the testnpn ABC command.
This command given the set of all cut truth tables seen in the dataset
will find their NPN class. A map is pre-compiled from truth tables
to NPN classes which is then used during feature construction.

Signal Probability. Interestingly our most successful feature
appeared to be signal probability (SP). This is defined simply as
the probability of a given net being 1. In a given circuit the signal
probability of internal wires depends on the signal probability of
the inputs themselves. One typically assumes the primary inputs
to be independent random variables with 0.5 signal probabilities.
Given this, computing the precise signal probability of an inter-
nal wire is a #P-complete problem which is believed to be harder
than NP-complete problems [3]. However, it is possible to estimate
with somewhat good accuracy the signal probability of Boolean
circuit nets by simply simulating the circuit for a large number
of input patterns, or by assuming that the input nodes for each
gate are independent variables (not true for convergent paths) and
propagating input probabilities to the output. e.g. the probability
of the output of an AND gate 𝑦 = 𝐴𝑁𝐷 (𝑎, 𝑏) would be calculated
as 𝑠𝑝 (𝑦) = 𝑠𝑝 (𝑎) × 𝑠𝑝 (𝑏).

In our work, we incorporate signal probability into the feature
vector in different ways. These are denoted as 1) gsp: Global SP
uses the probability of an internal node 𝑔𝑖 as seen from the PIs, 2)
csp: Cut SP consists of the signal probability of 𝑔𝑖 as seen from the
smallest 3 non-trivial cuts of the gate, and 3) lsp: Local SP consisting
of the signal probability of 𝑔𝑖 as obtained by backward BFS chunk
of the circuit starting from node 𝑔𝑖 .

Note that tt and npn features are inexpensive to acquire when
the cut size is small ≤ 4, but as it increases, the input space of a cut
to obtain a truth table or NPN class becomes unmanageable. The
global or local signal probability features do not have this issue.
In addition, the input ordering sensitivity that tt features suffer
from is not an issue here since the signal probability of all inputs is
assumed to be 0.5 for the circuit or cut. The probability propagation
also takes less time than truth table or NPN-class extraction. Signal
probability features perform surprisingly well in our experiments.

4 EXPERIMENTS
Experiments were run on an AMD 5900 CPU with 24 threads, 32GB
of memory, running Ubuntu 20.04, with an RTX 3070 TI GPU. We
use spektral [4] for graph learning and implement our rewriting
and feature collection in Python using the pyneos framework [9].



Method gf gf+gsp gf+tt gf+lsp gf+csp gf+npn gf+gnnre gf+gnnre+gsp gf+gnnre+tt gf+gnnre+lsp gf+gnnre+csp gf+gnnre+npn gf+gnnre+tt+npnRewrite
origin 0.8089 0.8305 0.8024 0.8403 0.8143 0.8179 0.9016 0.8708 0.8791 0.8949 0.8936 0.8960 0.8781
10% 0.7008 0.8460 0.5760 0.7655 0.7037 0.6438 0.8079 0.8660 0.7548 0.8207 0.8062 0.6448 0.7190
20% 0.6045 0.7554 0.4047 0.6769 0.5878 0.2667 0.7060 0.7830 0.5550 0.7315 0.6979 0.6932 0.5804
40% 0.4786 0.6258 0.3452 0.5565 0.4520 0.3808 0.5709 0.6539 0.4870 0.6132 0.5577 0.4993 0.4923
60% 0.4091 0.5415 0.3515 0.4853 0.3828 0.2249 0.4911 0.5684 0.4497 0.5445 0.4778 0.4227 0.4302
80% 0.3699 0.4875 0.3146 0.4432 0.3387 0.2941 0.4418 0.5107 0.3899 0.5054 0.4309 0.3851 0.3796
90% 0.3600 0.4680 0.2844 0.4302 0.3248 0.2952 0.4246 0.4893 0.3592 0.4933 0.4158 0.3727 0.3774

Table 1: Prediction accuracy on original dataset and rewriting datasets
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(a) Prediction accuracy trend under features’ combinations. Legends in the rightmost represent the rewriting percentage.
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(b) Prediction accuracy rankings under a different rewriting percentage

Figure 5: Prediction accuracy on original dataset and rewriting datasets

Rewriting % Avg Overhead % Best Pred Acc Unlearn/Overhead
10% 0.1129 0.8660 0.3153
20% 0.2402 0.7830 0.4938
40% 0.4940 0.6539 0.5014
60% 0.7465 0.5684 0.4463
80% 0.9999 0.5107 0.3909
90% 1.1253 0.4933 0.3628

Table 2: Unlearnability per overhead for different rewriting percent-
age

Dataset Generation. We use the operator-DAG generation pro-
cedure discussed in Section 3 to generate a pristine/original dataset.
In our original dataset, there are 2590 operator-DAGs, with input
word counts ranging from 4 to 16 and input bit widths ranging
from 2 to 8.

We use Yosys [? ] to create gate-level netlists from the generated
Verilog DAGs. We use the “keep” directive in Yosys to keep word
wires alive and label node operators by scanning the logic between
words as described in Section 3.

We generate rewritten datasets by taking the 2590 DAGs in the
original dataset and rewriting each with a number of different
rewriting percentages (𝑅𝑝): 10%, 20%, 40%, 60%, 80%, and 90% (see
3.3). The area overhead as measured by gate count inflation can be
seen in Fig. 4.

GNN Model. We use a GCN with 3 layers as our GNN with
the first layer having 256 units and the other two having 128 units

followed by a softmax layer with 6 classes for our operators. We
trained the models with the Adam optimizer for 300 epochs and a
batch size of 20. We use 20/80 test/train cross-validation. Accuracy
is reported as the number of correct node label guesses divided by
all guesses. This means that for our 6-class classification random
guessing will achieve a 16.6% accuracy. A model that performs
worse than this threshold obviously has no predictive power.

Training on Pristine and Evaluating on Rewritten Circuits.
We first trained the GNN model on the pristine dataset and used
the trained model to predict the rewritten datasets. In this scenario,
the model will not have encountered any rewritten circuits. The
prediction accuracy of different node feature encodings under this
approach is reported in Figures 5a, 5b, and Table 1.

First, we note that the inclusion of gnnre features dramatically
improves the model accuracy. This suggests that authors in [2]
made a clearly advantageous choice in engineering these features
as compared to just individual gate functions (gf ). With respect to
rewriting, as can be seen from this data, the prediction accuracy
drops significantly as more nodes in the circuit are rewritten re-
gardless of the feature encoding scheme. However, if we compare
gf (purely structural) to gf+(g/l)sp (structural + functional) we see
that the signal probability feature improves the prediction accu-
racy against rewritten circuits despite not having seen them during
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(a) Prediction accuracy for training GNN models on rewriting datasets individually
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(b) Prediction accuracy for training GNN models on rewriting datasets cumulatively

Figure 6: Train and Predictions on rewriting datasets. Legends in the rightmost represent the rewriting percentage.

training at all. This confirms that functional features increase the
resilience of the model against rewriting.

To our surprise, cut-based features, such as tt, npn, or csp per-
formed quite poorly. This could be due to the fact that the order of
the cuts in the feature vector is somewhat arbitrary. This can hurt
the performance of neural networks that expect fixed data ordering.
We aim to explore this further in our future work.

Training and Predicting on Rewritten Circuits. We then
performed both training and prediction on the datasets that include
rewritten circuits. Fig. 6a shows accuracy for when the model is
trained and evaluated on individual datasets (pristine, 10% rewrit-
ten, 20% rewritten, ...). The U-shape profile here suggests that when
the model is shown rewritten circuits, it is hardest for it to accu-
rately predict those circuits that are rewritten with mid 𝑅𝑝s. i.e.
if every gate in the circuit is rewritten with the same rule, the
model may perform better than when half of the gates have been
rewritten. This could be because half-rewriting may produce more
irregular circuits than either no-rewriting or full-rewriting. Table 2
also suggests that rewriting half of the gates may produce optimal
overhead/unlearnability ratios. Unlearnability here is measured as
the distance between the best prediction accuracy for that overhead
and the pristine prediction accuracy.

Fig. 6b shows models trained on accumulated data, e.g. on {pres-
tine+10%+20%} datasets. These produce the highest accuracy values
showing the effectiveness of training on synthetic rewritten cir-
cuits. Also, it can be seen that purely structural features like gf even
when shown rewritten circuits during training still perform poorly
as the rewriting level increases. This is as opposed to functional
features such as sp where training on more rewritten circuits seems
to improve their accuracy.

5 CONCLUSION
In this paper, we showed how simple circuit rewriting can diminish
the accuracy of GNN-based operator detection in gate-level netlists.
We demonstrated then how including functional features or training
on synthetic rewritten datasets can overcome some of this. We aim
to explore more complex rewriting rules and machine learning
techniques in our future work.
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