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ABSTRACT

Cluster analysis 1s an important technique that has been used in
data mining. However, cluster analysis provides numerical
feedback making it hard for users to understand the results
better; and also most of the clustering algorithms are not suitable
for dealing with arbitrarily shaped data distributions of datasets.
‘While visualization techniques have been proven to be effective
in data mining, their use i cluster analysis is still a major
challenge, especially in data mining applications with high-
dimensional and huge datasets. This paper introduces a novel

approach, Hypothesis Orniented Verification and Validation by

Visualization, named HOV?, which projects datasets based on
given hypotheses by visualization in 2D space. Since HOV?
approach 1s more goal-oriented, it can assist the user n
discovering more precise cluster information from high-
dimensional datasets efficiently and effectively.

Keywords
Cluster analysis, Visual Data mining, High-dimensional data
Visualization.

1. INTRODUCTION

Many clustering algorithms have been proposed in research on
data mining [7]. While, most of them favor clustering spherical
shaped or regular shaped datasets, they are not very effective to
deal with arbitrarily shaped clusters. The approaches reported in
the literature [13, 4, 11, 5, 1, 9] attempt to overcome these
problems. However they still have certain drawbacks in handling
irregular shaped clusters. For example, CURE [5] and BIRCH
[138] perform well in low dimensional datasets, but when dealing
with rregular cluster distributions of high-dimensional datasets
they suffer from a high computational complexity. DBSCAN [4],
WaveCluster [11] FACADE [9] and OPTICS [1] try to
distinguish  arbitrarily shaped clusters, but their non-linear
complexity often makes them unsuitable in the analysis of very
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large datasets.

In high-dimensional spaces, traditional clustering algorithms tend to
break down in terms of efficiency as well as accuracy because data do
not cluster well anymore. As a complementary technique,
visualization can provide data miners with intuitive feedback on data
analysis and support decision-making activities. In addition, visual
presentations can be very powerful in revealing trends, highlighting
outliers, showing clusters, and exposing gaps in data [12]. Many
studies [2, 6] have been performed on high-dimensional data
visualization, but most of them have difficulty in dealing with high
dimensional and very large datasets.

In applications of cluster analysis, many visualization techniques have
been employed to study the structure of datasets [10], but most of
them are provided as information rendering systems, because they do
not focus on studying how data behaviour changes along with different
parameters of algorithms dynamically or interactively. In practice,
those visualization techniques take the problem of cluster visualization
simply as a layout problem. The approaches that are most relevant to
our research are Star Coordinates [8] and its extensions such as
VISTA [3]. We give a more detailed discussion on Star Coordinates
i contrast with our model in the next section.

2. RELATED WORK & OUR APPROACH

Data mining approaches are roughly categorized into discovery driven
and verification driven [10]. Discovery driven methods can be
regarded as discovering information by exploration, and the
verification driven approach can be thought of as discovering
iformation by verification. Star Coordinates [8] is a good choice as
an exploration discovery tool for cluster analysis in a high-dimensional
setting. Star Coordinates technique and its salient features are briefly
presented below.

2.1 Star Coordinates

Star Coordinates [8] arranges values of n-attributes of a database to n-
dimensional coordinates on a two-dimensional plane. The minimum
data value on each dimension 1s mapped to the origin, and the
maximum value, is mapped to the other end of the coordinate axis.
Then unit vectors on each coordinate axis are calculated accordingly
to allow scaling of data values to the length of the coordinate axes.
Finally the values on n-dimensional coordinates are mapped to the
orthogonal coordinates X and Y, which share the origin point with n-
dimensional coordinates. Star Coordinates uses x-y values (o
represent a set of points on the two-dimensional surface, as shown in
Figure 1.
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Figure 1. Positioning a point by an 8-attribute vector in Star
Coordinates

Formula (1) states the mathematical description of Star
Coordinates.
n n
pj(x.y)= (Zﬁxi (dj; = mi“i)»z iiy; (d j; —min;)) ()
i=1 i=1
P (x, ) 1s the location of Dj, which 1s located by the vector sum
of all unit vectors ( ﬁxi R ,j[yl_) on each coordinate Ci; and,

C. . . . . .
i.=— 4 inwhich, mmj=min{dj, 0 <j <n},

manj —min ;
maeraX{dii, 0 <j <n}; where n is the number of elements in
the dataset.

Due to mapping high-dimensional data into two-dimensional
space, Star Coordinates inevitably produces data overlapping and
ambiguities i visual form. For mitigating these drawbacks, Star
Coordinates established visual adjustment mechanisms, such as
scaling the weight of attributes of a particular axis, rotating angles
between axes, marking data points in a certain area by coloring,
etc. However, Star Coordinates 1s a typical method of
exploration discovery.

Using numerical supported cluster analysis (qualitative) is time
consuming and efficient, while using visual clustering
approaches (quantitative), such as Star Coordinates is subjective,
stochastic, and less of preciseness. To solve the problem of
precision of visual cluster analysis, we introduce a new approach
in the following.

2.2 Our approach -HOV3

Exploration discovery (qualitative analysis) 1s regarded as the pre-
processing of verification discovery (quantitative analysis), which
1s mainly used for building user hypotheses based on cluster
detection, or other techniques. However, the way in which the
qualitative analysis done by visualization mostly depends on each
individual user experience. Thus subjectivity, randomness and
lack of precision may be introduced in exploration-discovery. As
aresult, the quantitative analysis based on the result of imprecise
qualitative analysis may be inefficient and time consuming.

To fill the gap between the imprecise visual cluster analysis and
the unintuitive numerical cluster analysis, we propose a new
approach, Hypothesis Oriented Verification and Validation by
Visualization, called HOV®, which is a quantified knowledge
based analysis and also a bridging process between qualitative
analysis and quantitative analysis. HOV' 3 synthesizes the feedback
from exploration discovery and user domain knowledge to
produce quantified measures, and then projects test dataset
against those measures.
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e Mathematic Model of HOV?

To project a high dimensional dataset to two-dimensional surface, we
adopt the Polar Coordinates representation. Thus any vector can be
easily transformed to the orthogonal coordinates X and Y.

In analytic geometry, the difference of two vectors A and B can be
presented by their inner/dot product, A.B. Let A=(ay, a9, ...,a,) and
B=( by, by, ..

., by), then their inner product can be written as:

<B, A>=bra;+hoast ... h,.a, :Zbkak 2

. (A, B)

Al

are the length of A and B

Then we have the equation: cos(0) = » where 6 is the angle

between A and B, and |A| and |B
correspondingly, as shown below:

Al-Vat+ai+val  [Bl-AbE +bo? 4 4b?

Let A be a unit vector; the geometry of <A, B> in Polar Coordinates
presents the gap from point B (dy,, 6) to point A, as demonstrated in

Figure 2, where A and B are in 8 dimensional space.

B
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Figure 2. Vector B projected against vector A in Polar Coordinates.

e Mapping to Measures

In the same way, a matrix Dj, a set of vectors (dataset) can also be
mapped to a measure vector M. As the result, it projects the matrix Dj
distribution based on the vector M.

Let Di=(dj1, djo .... di)) and M=(my, my, ...
product of each vector dji, (i =1, ..., n) of Dj with M has same equation
as (2) and written as:

, my); then the inner

n
<dj, M>= m.dy+mo.dio+ ... +an.cip = z m; -d; ®)
k=1

So from n-dimensional dataset to one measure (dimension) mapping

F: R >R can be delined as:

wdll, mnda,.... Madin
nhdal, Mada2 ... Mnd2n

F (D), M)=(<Dj, M>) =
f??ldml, nhdnm..... mndmnl_

(4)

Where Dj is a dataset with n attributes, and M 1s a quantified
measure.

e In Complex Number System

Since our experiments are conducted with MATLAB (MATLAB®,
The MathWorks, Inc), for understanding our approach better, we
adopt complex number system in our study.

Let z = X + Iy, where 1is the imaginary unit.

. N ix ..
According to the Euler formula: e = cos x +isin x



2riln .,

Let zp=e ; we see that Z()‘, ZOQ, ZOB,

(with z," =1) divide the unit circle on the complex plane into n-1

equal sectors. Then mapping in Star Coordinates (1) now can be
simply written as:

n
. . k
pi(zg)= z[(dﬂ‘ —min d )/(m;{ax dy; —mkmdjk Nzg  ©)
k=1
where, min dik and max dki represent minimal and maximal
k ’ k ’
values of the Ath attribute/coordinate respectively.

This 1s the case of equal-divided circle surface. Then the more
general form can be defined as:

n
pj(zk):;[(djk _rnkindjk)/(mI?Xdkj —Hlkiﬂdjk)]zk ©

G . - .
; ©1s the angle of neighbouring axes; and

anak =2r
k=1

While, the part of (djk - mkin djk )/(ml?x dkj - mkin djk )in

where Zj = e‘*

equations (5) and (6) 1s a normalized one of original d jk > we
write it as dv ji

Thus formula (6) 1s written as:

n
ORI @
k=1

In any case these can be viewed as mappings from R™ to C -
the complex plane, i.c., R” — &

Given a non-zero measure vector m in Rn, and a family of
vectors Pj, then the projections ol Pj against m according to
formulas (4) and (7), we present our model HOV%s the
following equation (8):
n
Pji(ze) =D dn oy vz, ®)
k=1

where 113 1s the 4th attribute of measure m.

2.3 Discussion

In Star Coordinates [8] or VISTA [3], the purpose of scaling the
weights of attributes of a particular axis 1s for adjusting the
contribution of the attribute laid on a specific coordinate by the
Interactive actions, so that users might gain interesting cluster
mformation automated clustering algorithms cannot provide.

Thus, comparing the models of Star Coordinates, in equation
(7), and HOV? in equation (8), we observe that our model 1s
more general than that of Star Coordinates. This is because, any
change of weights in Star Coordinates model can be viewed as
changing one or more values of 1% (k=1,..., n) in measure vector
min equation (4) or (8). As a special case, when all values in m
are set to 1, HOV? is transformed into Star Coordinates model
(7), 1Le., no measure case. In addition, either moving a
coordinate axis in opposite direction or scaling up the adjustment
mterval of axis, for example, from [0,1] to [-1, 1] in VISTA, is
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also regarded as setting the measure value as minus as its original one.

Moreover, not only does HOV? support quantified domain
knowledge verification and validation, it can also directly utilize rich
statistical analysis tools, such as mean, median, standard deviation, etc.
as measures and guide users obtaining more incisive cluster
mformation.

3. EXPERIMENTS WITH HOV?

This section presents the results of our experiments with HOV?, in
comparison with those of VISTA [3]. We implemented our approach
m MATLAB running under Windows 2000 Professional. The
datasets we used in the examples are available from the UCI machine
learning website: http://www.ics.uci.edu/ “mlearn/Machine-Learning.html.

¢ Shuttle

Shuttle dataset has 10 attributes and 15,000 instances. Figures 3 and 4
show the mitial data distribution in Star Coordinates produced by the
VISTA system and the one in MATLAB produced by HOV? without
any adopted measures respectively. It can be observed that the shapes
of data distribution are almost exactly the same in the two approaches.
The only difference is that VISTA shifted the appearance of data by
30 degrees in counter-clockwise direction.
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Figure 4. The original data distribution of shuttle by HOVS in MATLAB

These initial data distributions cannot provide users a clear idea about
the clusters, since there are no criteria to cluster the dataset. Thus, in
VISTA the user may verify them by further interactive actions, such
as weight scaling and/or angle changing of axes. Figure 5 illustrates the
results after several random weight adjustment steps, which can be
observed very clearly that there are three colored data groups
(clusters). Although sometimes there are better results appearing, as



shown m Figure 5, users do not even know from where those
results came, because this adjustment process is pretty stochastic
and not easily repeatable.

Figure 5. Post adjustment of the Shuttle data with colored
labels in VISTA

‘We may use simple statistical methods on the Shuttle dataset as
measures to detect cluster information. Figure 6 shows the data
projections based on the median of Shuttle, where HOV?also
provides three data groups, and even more, for example, sub-
clusters and outliers. Moreover, the user can clearly understand
from where the results came, and repeat the experiments with
the same (or different) measures.
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Figure 6. . Mapping shuttle dataset against to its median by HOV?

‘We used the covariance matrix of Shuttle to detect the gaps of

the Shuttle dataset. The results are shown in Figure 7, in which
HOV? provides the user different cluster information as in

VISTA.
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Figure 7. Mapping Shuttle dataset against its covariance matrix

In addition, HOV? can repeat the results of VISTA, if the user
can record each weight scaling and quantified them, since HOV?
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model covers Star Coordinates based techniques. Experiments on the
Shuttle dataset also show that HOV? has the capability to provide
users an efficient and effective method to verify their hypotheses by
visualization. We also performed more experiments on other well-
known datasets which can be accessed from UCI machine learning
website, such as Iris, Autompg, Wine, etc. However, due to space
Iimitations, we cannot discuss them here. The results of the
experiments also showed that HOV? can reveal more precise visual
exploration of data distribution to the user.

4. CONCLUDING REMARKS

In this paper we have proposed a new approach called HOV? to assist
users in visual cluster analysis in high-dimensional datasets. HOV?
employs hypothesis-oriented measures to project data in two-
dimensional space and allows users to iteratively adjust the measures
for optimizing the result of clusters. HOV? can be seen as a bridging
process between qualitative analysis and quantitative analysis.
Experiments show that HOV? can improve the effectiveness of the
cluster analysis by visualization and provide a better, mntuitive
understanding of the results.
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