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Synonyms

Active data mining

Definition

Gaussian processes (GPs) are local approximation tech-
niques that model spatial data by placing (and updating)
priors on the covariance structures underlying the data.
Originally developed for geo-spatial contexts, they are also
applicable in general contexts that involve computing and
modeling with multi-level spatial aggregates, e. g., mod-
eling a configuration space for crystallographic design,
casting folding energies as a function of a protein’s con-
tact map, and formulation of vaccination policies taking
into account social dynamics of individuals. Typically, we
assume a parametrized covariance structure underlying the
data to be modeled. We estimate the covariance parameters
conditional on the locations for which we have observed
data, and use the inferred structure to make predictions at
new locations. GPs have a probabilistic basis that allow us

to estimate variances at unsampled locations, aiding in the
design of targeted sampling strategies.

Historical Background

The underlying ideas behind GPs can be traced back to
the geostatistics technique called kriging [4], named after
the South African miner Danie Krige. Kriging in this liter-
ature was used to model response variables (e.g., ozone
concentrations) over 2D spatial fields as realizations of
a stochastic process. Sacks et al. [12] described the use
of kriging to model (deterministic) computer experiments.
It took more than a decade from this point for the larger
computer science community to investigate GPs for pat-
tern analysis purposes. Thus, in the recent past, GPs have
witnessed a revival primarily due to work in the statisti-
cal pattern recognition community [5] and graphical mod-
els literature [3]. Neal established the connection between
Gaussian processes and neural networks with an infinite
number of hidden units [8]. Such relationships allow us
to take traditional learning techniques and re-express them
as imposing a particular covariance structure on the joint
distribution of inputs. For instance, we can take a trained
neural network and mine the covariance structure implied
by the weights (given mild assumptions such as a Gaus-
sian prior over the weight space). Williams motivates the
usefulness of such studies and describes common covari-
ance functions [14]. Williams and Barber [15] describe
how the Gaussian process framework can be extended to
classification in which the modeled variable is categorical.
Since these publications were introduced, interest in GPs
has exploded with rapid publications in conferences such
as ICML, NIPS; see also the recently published book by
Rasmussen and Williams [11].

Scientific Fundamentals

A GP can be formally defined as a collection of random
variables, any finite subset of which have a (multivariate)
normal distribution. For simplicity, we assume 2D spatial-
ly distributed (scalar) response variables ¢;, one for each
location x; = [x;1, x;2] where we have collected a data sam-
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ple. Observe that, in the limiting case, each random vari-
able has a Gaussian distribution (but it is not true that any
collection of Gaussian random variables will induce a GP).
Given a dataset D = {xj,#;}, i=1...n, and a new data
point Xp+1, a GP can be used to model the posterior
P(t,+11D, x,41) (which would also be a Gaussian). This
is essentially what many Bayesian modeling techniques do
(e. g., least squares approximation with normally distribut-
ed noise), however, it is the specifics of how the posterior
is modeled that make GPs distinct as a class of modeling
techniques.

To make a prediction of 7,4 at a point Xp4+1, GPs place
greater reliance on #;’s from nearby points. This reliance is
specified in the form of a covariance prior for the process.
One example of a covariance prior is:

2
1
Cov(t;, tj) = aexp 3 Zak(xik - xjk)2
k=1

6]

Intuitively, this function captures the notion that response
variables at nearby points must have high correlation. In
Eq. 1, o is an overall scaling term, whereas ay, a define
the length scales for the two dimensions. However, this pri-
or (or even its posterior) does not directly allow us to deter-
mine #; from #; since the structure only captures the covari-
ance; predictions of a response variable for new sample
locations are thus conditionally dependent on the measured
response variables and their sample locations. Hence, we
must first estimate the covariance parameters (a1, a2, and
«) from D, and then use these parameters along with D to
predict #,,41 at Xp41.
Before covering the learning procedure for the covariance
parameters (aj, az, and «), it is helpful to develop expres-
sions for the posterior of the response variable in terms of
these parameters. Since the jpdf of the response variables
P(t1,tp,...,t,+1) is modeled Gaussian (we will assume
a mean of zero), we can write:

P(ty, 1, ..

1
o Ingl [X1,X2, ..., Xn+1, Covn+1) = )\_1

1 1 T
- exp <—§ [t1, 12, ..., tht1] COVn_H [t1, 12, ..., thy1]
where we ignore A1 as it is simply a normalizing factor.
Here, Cov,,,; is the covariance matrix formed from the
(n+ 1) data values (x1,X3, ..., Xp+1)- A distribution for the
unknown variable 7,1 can then be obtained as:

P(tyy1lt, to, o oo th, X1, X2, -« ., Xn41, COVyt 1)

_ Pyt i1 | X1, X2, -, Xntd, COVg )
P12, tn | X1, X2, - -+, Xna1, COVyp 1)
P, tygr [ X1, X2, -, Xnal, COVg 1)
~ P(ti,t....th|X1,X2, ..., Xn, Cov,)

where the last step follows by conditional independence of
{t1,t2,...,1;,} W.r.t. Xp41 and the part of Cov,41 not con-
tained in Cov,. The denominator in the above expression
is another Gaussian random variable given by:

P(ty, 1, ..

St | X1, X2, ..., Xp, Covy)

1 1 1 T
=—exp|—xz [t1.f2,....ta] Cov, " [t1,02,.... 1] | .
Ao 2

Putting it all together, we get:

Pty 1o, ..

A

1

—1 T

= A—exp( — E[tl, 1,..., tn+1]COVn+l[t1, 1, tht1]
1

ot X1, X2, ..., Xp+1, Covyp)

1 _
— 5l Cov, ! [11, t2,...,tn]T>.

Computing the mean and variance of this Gaussian distri-
bution, we get an estimate of 7,41 as:

A Tl

thy1 =K Cov, "[t1, 10, ..., ty], ()
and our uncertainty in this estimates as:

02 =k—Kk Cov, 'k, A3)

Il

where kT represents the n-vector of covariances with the
new data point:

k' = [Cov(x1, Xns1) CoV(X2, Xn41) - .. COV(Xn, Xns1)],

and k is the (n+1, n+1) entry of Cov,;. Equations 2
and 3, together, give us both an approximation at any giv-
en point and an uncertainty in this approximation; they
will serve as the basic building blocks for closing-the-loop
between data modeling and higher level mining function-
ality.

The above expressions can be alternatively derived by
positing a linear probabilistic model and optimizing for
the MSE (mean squared error) between observed and pre-
dicted response values (e. g., see [12]). In this sense, the
Gaussian process model considered here is also known as
the BLUE (best linear unbiased estimator), but GPs are not
restricted to linear combinations of basis functions.

To apply GP modeling to a given dataset, one must first
ensure that the chosen covariance structure matches the
data characteristics. The above example used a station-
ary structure which applies when the covariance is trans-
lation invariant. Various other functions have been studied
in the literature (e. g., see [7,9,12]), all of which satisfy the
required property of positive definiteness of a covariance
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Gaussian Process Models in Spatial Data Mining, Figure 1  Active mining with Gaussian processes. An initial sample of data points (a; shown as red
circles) gives a preliminary approximation to the target function (b). Active sampling suggests new locations (c; blue diamonds) that improve the quality

of approximation (d)

matrix. The simplest covariance function yields a diago-
nal matrix, but this means that no data sample can have an
influence on other locations, and the GP approach offers
no particular advantages. In general, by placing a pri-
or directly on the function space, GPs are appropriate
for modeling ‘smooth’ functions. The terms aj, a> cap-
ture how quickly the influence of a data sample decays
in each direction and, thus, the length scales for smooth-
ness.

An important point to note is that even though the GP real-
ization is one of a random process, we can nevertheless
build a GP model for deterministic functions by choos-
ing a covariance structure that ensures the diagonal cor-
relations to be 1 (i. e., perfect reproducibility when queried
for a sample whose value is known). Also, the assumption
of zero mean for the Gaussian process can be relaxed by

including a constant term (gives another parameter to be
estimated) in the covariance formulation.
Learning the GP parameters 6 = (ay, ap, o) can be under-
taken in the maximum likelihood (ML) and maximum
a posteriori (MAP) frameworks, or in the true Bayesian
setting where we obtain a distribution over values. The log-
likelihood for the parameters is given by:

L =logP(t, 1o, ..

X1, X2, ..., Xp, 0)

1
—c+log P(O) — g log(2) - 5 log | Cov, |

T

1
-1
— E[tl,tz,...,tn] Cov, [f1,12,...,ta]

To optimize for the parameters, we can compute partial
derivatives of the log-likelihood for use with a conjugate
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Gaussian Process Models in Spatial Data Mining, Figure 2 Computation of multi-level spatial aggregations. a Input vector field. b 8-adjacency
neighborhood graph. ¢ Forward neighbors. d Best forward neighbors. e Neighborhood graph transposed from best forward neighbors. f Best backward
neighbors. g Resulting adjacencies redescribed as curves. h Higher-level aggregation and classification of curves whose flows converge

gradient or other optimization algorithm:

oL dlog P(0)
0 90

1 _; 8Cov;!
— E tr (COVn Tn>

! 1 3 Cov; !
+ 5 [t1, 12, ..., tn] Cov,, Tn

Cov, ! [t 10, 10]T

>

where tr(-) denotes the trace function. In our running exam-
ple, we need only estimate three parameters for 6, well
within the purview of modern numerical optimization soft-
ware. For larger numbers of parameters, we can resort to
the use of Monte Carlo Markov Chain (MCMC) meth-
ods [9].

Key Applications
Gaussian processes are applicable for spatial modeling
tasks in a variety of application contexts.

Active Data Mining

In applications such as crystallographic design, where one
must characterize a configuration space or design space
in terms of spatial aggregates, data collection can become
costly. In these applications, it is beneficial to collect data
only at those locations that are deemed important to sup-
port a data mining objective. Toward this goal, we can use
GPs to work with only a sparse set of samples and, based
on the quality of approximation, provide objective crite-
ria for choosing the next sample point. Figure 1 depicts

a 2D example of ‘seeding’ a GP with an initial sample of
data points (left two frames), thereby defining function-
als over the unsampled region (not shown) which are then
optimized to arrive at new locations to sample (right two
frames).

Geostatistical Motion Interpolation

Gaussian processes have been used to solve the motion
interpolation or ‘in-betweening’ task in computer graph-
ics [6]. Given two frames denoting an individual in motion
and a multi-parameter space of control variables, a GP
model synthesizes smooth animations that emulate natu-
ral human movements and obey geographical constraints.
GPs have also been used for robotic imitation by modeling
data gathered from human motion capture devices [13].

Spatial Aggregation

GPs can be used to model the multi-layer construction of
spatial aggregates from data. Figure 2 describes steps in
aggregating individual vectors, first into streamlines and
then into convergent flows, using a custom spatial aggrega-
tion algorithm. The qualitative nature of such aggregations
can be summarized computationally using GPs to yield
mathematical models of data mining algorithms.

Sensor Networks

GPs have been applied in sensor network contexts [2], e. g.,
monitoring physical variables over an environment using
a number of sensing devices. By parametrizing the covari-
ance distribution of the physical variable and determining
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where uncertainty of estimation is highest, one can design
judicious sensor placement policies.

Future Directions

There are many open and promising directions for Gaus-
sian processes research. There are new, overlapping,
notions of spatiality that must be modeled in applications
such as pandemic disease modeling [!]. In these contexts,
the definition of nearby random variables is drawn both
from geographical distance as well as social proximity
considerations. From work that merely estimates param-
eters of covariance functions, new work has begun to learn
the structure of covariance functions. These will undoubt-
edly become more critical as new applications of GPs
are explored. Finally, as the sensor network application
reveals, the development of new objective functions for
active data mining is crucial, especially for those that are
suited for distributed model building.
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Synonyms

Geary’s index; Geary ratio; Geary coefficient

Definition

Geary’s C tests statistics for spatial autocorrelation by
using the sum of squared differences between pairs of data
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of variable x as a measure of covariation
2
(n—1) 3 3 wij(xi — x})
L

C =
2nS? > wij
i J

Where x; denotes the observed value at location i,
§? = EZ(x‘ - 5?2
n t 1 >

X is the mean of the variable x over the n locations and wy;
are the elements of the spatial weights matrix, defined as
1 if location i is contiguous to location j and O otherwise.
Other spatial weights matrices can also be used.

Main Text

Geary’s C ranges from O to a positive value. The value
of C is I in the absence of spatial autocorrelation. A low
value of C (0<C<1) represents a positive spatial auto-
correlation and approaches zero for strong autocorrelation.
A high value (C > 1) represents negative spatial autocorre-
lation with greater values corresponding to a strong nega-
tive spatial autocorrelation. Geary’s C is more sensitive to
the variation of neighborhoods than to the global variation.
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Definition

Map generalization is a process concerned with the appli-
cation of a set of algorithms to geographic data (represent-
ed in vector form) in order to control the optimal represen-
tation of geographic phenomenon at a range of different
scales or levels of detail. In that sense, generalization seeks

to mirror the process of map design previously undertaken
by the human cartographer. In the context of geographical
information systems (GIS), this process is modeled as two
sets of operations: the first is a set of database operations
(model generalization) and the second is a set of visualiza-
tion operations (cartographic generalization). Model gen-
eralization is concerned with simplifying the representa-
tional form in order to achieve efficiencies in data storage,
selecting classes of objects according to some specified
scale and map theme, and aggregating groups of objects
in accordance with scale constraints. Cartographic gener-
alization (a compliment to model generalization) is con-
cerned with the optimal portrayal of those selected and
aggregated features. Cartographic generalization involves
selecting appropriate symbols, giving emphasis to some
of the feature’s defining characteristics, and where there
are dense regions of features, omitting some features or
making small displacements to features in order to resolve
ambiguity. Figure 1 seeks to demonstrate the need for gen-
eralization. Simple photographic reduction is not sufficient
(Fig. 1b); thus the aim of map generalization is to derive
smaller scale mapping (Fig. lc) from detailed, large scale
mapping (Fig. 1a).

Historical Background

All geographical processes are imbued with scale [1:214],
thus issues of scale are an essential consideration in geo-
graphical problem solving. The scale of observation gov-
erns what phenomena can be viewed, what patterns are
discernible, and what processes can be inferred. Study in
the geosciences is focused both on the detail of those phe-
nomena, as well as the broad linkages across regional and
global space. Choosing scales of analysis, comparing out-
put at different scales, describing constructions of scale [2]
are all common practices in the geosciences. Traditional-
ly it has been the cartographer’s responsibility to select
a scale, to symbolize the phenomena, and to give mean-
ing through the addition of appropriate contextual informa-
tion. The paper map was the basis of geographical inquiry.
Indeed it was argued that if the problem ‘cannot be stud-
ied fundamentally by maps — usually by a comparison of
several maps — then it is questionable whether or not it is
within the field of geography’ [3:249]. Information tech-
nology has not devalued the power of the map, but it has
driven a series of paradigm shifts in the storage, represen-
tation and interaction with geographical information. Ear-
ly work in automated mapping focused on supporting the
activities of the human cartographer who remained cen-
tral to the map design process. Current research is focused
more on ideas of autonomous design — systems capable of
selecting optimum solutions among a variety of candidate
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solutions delivered over the web, in a variety of thematic
forms, in anticipation of users who have little or no carto-
graphic skill. Historically the paper map reflected a state
of knowledge. Now it is the database that is the knowl-
edge store, with the map as the metaphorical window by
which geographic information is dynamically explored. In
these interactive environments, the art and science of car-
tography is being extended to support the integration of
distributed data collected at varying levels of detail, whilst
conforming to issues of data quality and interoperabili-
ty. With respect to map generalization, the challenge is in
developing a set of algorithms and methodologies that mir-
ror the service traditionally provided by the human cartog-
rapher, yet takes advantage of the paradigm shift afforded
by information science in interacting with, and exploring
geographic information.

Scientific Fundamentals

The human cartographer provides a service that involves
interpreting the requirements of the user, creating and exe-
cuting a design to a very high quality and clarity accord-
ing to a theme and scale, and one that is void of ambigu-
ity. Over the past thirty years huge advances in database
technology, together with developments in geo-visualiza-
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tion [4,5] and interactive and web based mapping has dis-
rupted and further displaced the role of the cartographer.
The digital map now acts as a window by which to search
and explore the underlying database, and the cartographer
has supposedly been replaced by symbol libraries and col-
or ramps that may, in the absence of cartographic exper-
tise, facilitate ‘the creation of cartographic monstrosities
with unprecedented ease’ [6].

Within this paradigm shift, the requirement to view the
world at different scales (or multiple levels of detail) has
remained, as has the requirement to produce high qual-
ity cartographic products. Initially paper maps at differ-
ent scales were digitized and stored in different databas-
es. However there is huge redundancy in this model as
changes in the real world have to be reflected in changes in
each of the databases. A new line of thinking has emerged
which asks whether it is possible to store the phenomenon
once (at a very high level of detail), and then apply a range
of algorithms in order to control the selection and repre-
sentation of the phenomenon in a form appropriate to the
intended scale. There are significant benefits to this line of
thinking; maintaining a single database is more cost effec-
tive than maintaining multiple databases; a high level of
consistency can be maintained between different datasets;
duplication of storage can be avoided thus obviating the
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Human Computer
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Interface to facilitate intuitive
capture of user requirements,
and display output of map
generalization process via
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design process.
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Designs
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able to assess quality of
cartographic product, and
request user intervention
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multi scaled representations
of geographic phenomena.
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Database in which results of
map generalization are

Map Generalization

Model generalization
techniques to manipulate/
aggregate database objects.
Cartographic generalization
techniques to control optimal
thematic display of
geographic objects.
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Cartometric Analysis
Metric/topological analysis
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complexity of design, make
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characteristics associated
with the phenomena being
mapped.

E

Synthesis of Designs
Techniques able to generate
candidate solutions to design
problems identified in the
cartometric analysis phase.

Generalization and Symbolization, Figure 2 The components of a Map Generalization Service

need to make multiple updates across separate databases
each time a change occurs in the real world. Most impor-
tantly it offers the opportunity to share data, enabling inte-
gration of data from disparate sources, captured at different
levels of detail.

These benefits are premised on the existence of a set of
algorithms that can, with minimum intervention from the
user, control the selection and representation of geograph-
ic phenomenon according to a specified scale and theme.
The science of ‘map generalization’ is all about designing
such algorithms; algorithms that manipulate and symbol-
ize the geometric primitives stored in the database. Map
generalization can also be viewed as a service that antic-
ipates users unfamiliar with cartographic concepts, and
with poor evaluation skills. Such a service must contain
the following components: a database capable of storing
multiple representations of geographic phenomena, a set
of model and cartographic generalization techniques to
create such multiple representations, and design heuris-
tics that govern the appropriate choice and sequencing of
generalization techniques. The evaluation of any candi-
date design requires the system to create alternate candi-
date designs (synthesis), and to evaluate and select the best
solution (which in turn requires a set of cartometric anal-
ysis tools). Interpreting the map requirements of the user,
and presenting solutions in response requires an interface
that can ‘translate’ straightforward requests into rich spec-
ifications and parameter setting. These are deemed to be

the essential components of a Map Generalization Service
(Fig. 2).

This chapter begins by describing the techniques used to
manipulate objects within the database. It then describes
some of the frameworks designed to support their applica-
tion in the overall design of the map. The discussion that
follows this, argues that high levels of automation can only
be achieved if the automated environment includes meth-
ods of evaluation. The entry concludes with a brief discus-
sion of the changing context of map generalization within
developing applications (such as exploratory data analysis
and location based services).

Tools and Techniques for Map Generalization

The goal of map generalization is to give emphasis to
salient objects and their properties whilst omitting less
important qualities with respect to the scale and the pur-
pose of a map. Therefore a system is needed that sup-
ports manipulation of map objects and their relationships,
and more generally supports the representation of phe-
nomena at different scales. For example at the finest scale
each individual building, street light and pavement might
be represented. But at a coarse scale, all of this might
be subsumed by a single ‘dot’ (with say, the word ‘Lon-
don’ next to it), representing the idea of ‘city’ in which
all those buildings are contained. Therefore the require-
ments for a map generalization system are: 1) a database
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Object generalization

Primary Model
Digital Landscape L
model (DLM) Model generallzatlon'
(high resolution)

Cartographic generalization

Digital Cartographic
models (DCMs)
(visualized models)

containing some abstraction of the real world, 2) a set of
algorithms for aggregating objects in that database (mod-
el generalization), 3) a library of symbols with which to
render the objects according to various themes, and 4)
a set of algorithms focusing on improving the legibility
of those symbolized objects (cartographic generalization).
The database containing that first abstraction is typically
called a digital landscape model (DLM — Fig. 3) [7]. The
DLM might be created by digitizing paper maps, or from
photogrammetric techniques applied to remotely sensed
imagery. Typically a notional scale is associated with the
DLM database though it is more apposite to talk of level of
detail. Data from the database can be symbolized and visu-
alized directly via cartographic techniques. Alternatively
a database of lower semantic and geometric resolution can
first be derived (via model generalization) — creating dif-
ferent digital cartographic models (DCM — Fig. 3) before
cartographic generalization techniques are applied to pro-
duce different maps.

Altering the theme, and level of detail enables different
phenomena and different properties to be portrayed. Some-
times the emphasis is on precision of location, or of shape
(important in the map interpretation process). In other cir-
cumstances, the emphasis may be on connectivity at the
expense of other properties and qualities. Maps of trans-
portation networks (such as the London Underground) are
a nice example of the need to emphasize connectivity
over geographical location. Irrespective of theme, in all
cases a map (digital or paper) reflects a compromise in
design — a compromise between wanting to convey infor-
mation unambiguously but not having enough room (given

Digital Landscape
models (DLMs)

(lower resolution)

Secondary Models

Generalization and Symbolization, Figure 3
DLM, DCM, Model and Cartographic Generalization

the minimum size of symbology) to show all that informa-
tion. In this sense the process of design is about making
sense of things — the cartographer perhaps working from
a mental thumbnail sketch by which their solution reflects
the requirements of the user in terms of their needs, which
in turn governs and constrains the representation of each
feature in the map.

Various methodologies have been proposed that try to cap-
ture this design process within an automated environment.
Considerable research effort has gone into creating algo-
rithms that mimic these human techniques. These tech-
niques are not applied in isolation, but rather in concert,
and in varying degree, across the map, depending on the
density of information, and the type of phenomenon being
mapped, and of course, the theme and scale. Therefore
in addition to algorithms that mimic these techniques,
a framework is required that can orchestrate this whole
design process, together with some evaluation methodolo-
gies required to assess the quality of the solution produced
within such a framework. Next is a review of generaliza-
tion techniques under the headings of model and carto-
graphic generalization.

Model Generalization The objective of model gener-
alization techniques is to reclassify and reduce down the
detail, thus giving emphasis to entities associated with the
broader landscapes — enabling us to convey the extent of
the forests rather than see the trees, or to see the island
chain along the plate margin, rather than the individual
island. The model generalization process is not concerned
with issues of legibility and visualization. It is more useful
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to view it as a filtering process; a set of techniques con-
cerned with 1) selection of phenomena according to theme,
and 2) the classification and aggregation of phenomena. As
the name suggests, selection is the (straightforward) pro-
cess of selecting a subset of all classes of objects falling
within a specified region (Fig. 4). The selection process is
governed by task, which in turn tends to define both the
intended scale and theme. The long tradition of topograph-
ic and thematic mapping often acts as a basis for specifying
content, and thus which classes of objects are selected.

Typically model generalization precedes cartographic gen-
eralization. It may also be required in response to a non-
visual query, or as a prerequisite to data analysis. For
example the question ‘what modes of travel exist between

i

Generalization and Symbol-
ization, Figure 4  a Selection,
b Aggregation and ¢ Classifi-
cation. (Mapping is Ordnance
Survey ©Crown Copyright. All
rights reserved)

the cities of Edinburgh and Glasgow?’ requires us to aggre-
gate together phenomena at the fine scale (in this case
dense regions of buildings) in order to define the extent and
general location of these two entities. Only then can the
major roads connecting these two urban centers be identi-
fied.

Composite or higher order objects are formed via the
process of thematic and spatial abstraction. In thematic
abstraction the number of distinct attributes of objects in
the database is reduced. In spatial abstraction the number
objects is reduced by means of aggregation or elimination.
Thematic abstraction often triggers spatial abstraction. For
instance objects having similar attribute structure can be
categorized into classes under the process of classification.
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Generalization and Symbolization, Figure 6 Example of a partonomy

Each object then becomes an instance of a particular class
and that class defines an object’s properties in terms of its
attribute structure. If different classes share some attributes
then a super class or parent class can be created whose
attributes are the common attributes of its child classes.
This creates a hierarchy where complex classes are present
at the detailed (low end of a hierarchy) and increasingly
abstracted classes are present as one travels up the hierar-
chy. This type of hierarchy is called a taxonomy or clas-
sification hierarchy (Fig. 5) and can be used as a basis for
classification of data (‘classification’ Fig. 4).

Another complimentary hierarchy useful in the creation
of composite objects is a partonomy. Whereas a taxono-
my refers to a ‘is-a’ relationship, a partonomy refers to
‘part-of” relationships between parent and child classes —
reflecting more of a functional and conceptual division of
geographic space (Fig. 6) [8]. Over large changes in scale
it is necessary to aggregate objects belonging to different
classes in order to create composite objects. A prototypi-
cal view of a city might be defined as a dense collection of
municipal and industrial buildings, and multi modal trans-
portation infrastructures. Once represented in partonomic
form, it can be used as a basis for combining such objects
together (‘aggregation’ Fig. 4).

In addition to the techniques of selection and aggregation,
there is ‘simplification’ — which is defined as the process of
reducing the number of geometric points used to store the
physical location or extent of a geographic object. One can
envisage many points being used to record the detail of the
outline of a gothic cathedral, or the sinuous path of a low
lying river. The challenge of simplification is to reduce
the number of points used to store the representation of

such features, but in a way that still conveys their essen-
tial shape and location. Successful simplification reduces
storage requirements and processing time. Once the model
generalization process is completed, the challenge is then
to render those objects into some map space (whether it
is for paper production, or as part of a digital interactive
environment — in either a desktop or mobile environment).

Cartographic Generalization Cartographic generaliza-
tion involves symbolizing the selected data, and apply-
ing a set of techniques that optimally convey the salient
characteristics of that data, including careful placement of
associated text. Symbols used to represent spatial objects
from the source database need to be visible to the naked
eye. As the scale reduces the amount of space available
decreases thus creating competition for space among the
symbology. To retain clarity and to represent the infor-
mation effectively a range of techniques are applied such
as symbolization, smoothing, simplification, grouping,
enhancement, displacement, and text placement (Fig. 7).
These techniques (often applied in combination), seek to
give prominence to the essential qualities of the feature
portrayed (that rivers retain their sinuous and connect-
ed form, and buildings retain their anthropogenic qual-
ities — such as their angular form). Different combina-
tions, amounts of application, and different orderings of
these techniques can produce different yet aesthetically
acceptable solutions. The focus is not on making changes
to information contained in the database, but to solely
focus upon avoiding ambiguity in the interpretation of the
image. The process is one of compromise reflecting the
long held view among cartographers that making maps
involves telling small lies in order to tell the truth!

Analysis, Synthesis and Evaluation
of Cartographic Solutions

For any given cartographic conflict, one can envisage
a number of viable solutions. The choice of solutions will
depend on: the density of features, their position relative
to one another, and their importance relative to the intend-
ed theme. Trying to create alternate viable solutions (syn-
thesis), and then choosing a solution amongst that choice
requires two things: 1) an initial analysis phase in which
the conflicts are identified (analysis) and a form of evalua-
tion such that the quality of the solution can be assessed
(evaluation). Failure to find an adequate solution might
either result in further analysis of the conflict or flagging
unresolved conflicts and drawing these to the attention of
the user.

The analysis phase is akin to the eyes of the cartographer
and involves making assessment of the degree of severity
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Operator Before

After

(a) Smoothing
Reduce angularity of the
map object.

(b) Collapse

Reduce dimensionality of
map object (area to point,
linear polygon to line).

(c) Displacement

Small movement of map
objects in order to minimise
overlap.

(d) Enhancement
Emphasize characteristics
of map feature and meet
minimum legibility
requirements.

(e) Typification
Replacement of a group of
map features with a
prototypical subset.

(f) Text Placement

Non overlapping
unambiguous placement of
text.

(g) Symbolization
Change of symbology
according to theme
(pictorial, iconic), or reduce
space required for symbol.

i) —&—

Generalization and Symbolization, Figure 7  Cartographic generalization operations

of the conflict (extent and complexity and composition).
A broad and extensive set of cartometric techniques have
been developed to measure the various qualities inher-
ent among a set of map objects. This analysis is required
because the goal is to ensure minimum disruption in those
qualities during the cartographic generalization process.
Many shape and pattern metric techniques have been pro-
posed to measure and minimize the effects of cartographic
generalization [9,10]. These are often applied in the anal-
ysis phase, and again in the evaluation phase. The best
solution among a set of candidate solutions might be the
one that has resolved the conflict (improved its legibility),
whilst producing the least amount of change among the

various cartometric measures (in terms of topology, orien-
tation, area, shape and distance).

Modeling the Generalization Process

The selection and application of generalization techniques,
the creation of candidate solutions and their evaluation
requires some framework in which this can all take place.
Because of the interdependent nature of geographic phe-
nomena, it is rare that changes can be made without having
to consider the broader context. For example the solution
in Fig. 7c is only appropriate because there is sufficient
space for the objects to be displaced into. If buildings have
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Generalization and Symbolization, Figure 8 Example output from the IGN’s agent based system

to be aggregated in one part of the map (perhaps because of
the density of features) then for reasons of consistency, this
needs to be applied in other similar instances. Procedural
and heuristic knowledge needs to be incorporated within
these frameworks so that the solutions most likely to be
successful can be applied first. Among the various ‘frame-
works’ explored, two are worthy of mention: rule based
approaches, and constraint based approaches.

Since the cartographic design process involves decision
making and heuristics (‘rules of thumb’), it was assumed
that knowledge based approaches (expert systems) could
be used to model the process — using a rule based approach.
These systems used either a predetermined rule execution
sequence or an inference engine to control the execution
sequence in applying various techniques. They consisted
of three main parts: a knowledge base, an inference engine
and a user interface. The knowledge base contained a set of
rules, facts or procedures. The inference engine controlled
the generalization process by making use of the rules and
procedures in the knowledge base. The user interface sup-
ported the process of data selection and a mechanism for
adding or updating rules in the knowledge base [ 1].
More recently generalization research has focused on an
holistic view of the process acknowledging the knock on
effects of generalization and the interdependent nature of
the solution. Currently there is much interest (and promise)
in using constraint based approaches — where the aim is
to find a state whereby the maximum number of con-
straints can be satisfied. In this context, much research
effort has been devoted to agent based methodologies —
in which each object in the database is modeled as an
agent — an object oriented concept in which the object has
goals, behaviors, and a capacity to communicate with other
agents. These are referred to as ‘multi agent systems’. The
goals reflect those of the generalization process — name-
ly to efficiently render the object without ambiguity. The
agent makes decisions about its representation based on its

own goals whilst considering the goals and constraints of
its neighbors. Ideas have included a hierarchy of agents in
which higher order agents are concerned with broader con-
texts and distribution of agent classes, whilst agents at the
individual object level are concerned with the specific rep-
resentation of individual objects. The AGENT [12] project
is one project which has been developed into a commer-
cial system that now supports a number of national map-
ping agencies, notably the National Mapping Agency of
France (IGN). Figure 8 shows the result from the Car-
t02001 project [13].

By partially incorporating the decision making process
within both rule based and agent based systems, the bal-
ance of decision making has shifted away from the human
to the machine. This has presented some real challenges
in the design of interfaces that are intuitive to use, allow-
ing the user to specify their mapping requirements in
a simple and efficient manner within a very complex
system. Researchers have challenged the idea of total-
ly autonomous solutions, arguing that interaction is crit-
ical to ensuring that the user remains very much part of
the design process. The idea of semi autonomous gener-
alization techniques, involving the user in critical evalua-
tion tasks reflects a more collaborative approach to design.
Coupled with machine learning techniques, this scenario
might enable capture of design heuristics — thus gradually
improving the sophistication of proffered solutions.

Key Applications

The idea that map generalization is some ‘cartographic end
process’ belies its importance in supporting five key activ-
ities:

Cartographic Assistant

The existence of many different generalization techniques
means that a ‘cartographic toolbox’ is available for use by
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a trained cartographer. Research efforts have yielded a set
of algorithms able to analyze map content, and to consis-
tently generalize classes of objects in clearly defined ways.
In this collaborative environment, such systems have the
capacity to improve the quality of cartographic training,
ensure quality control in the design process and enable
refinement in the adjustment of parameters used to control
generalization techniques.

Map Generalization Service

In the absence of the cartographer, and in the context of
GIS, users (with limited cartographic knowledge) require
assistance in the rapid design and delivery of cartographic
products — often via the Internet, that can vary in theme and
scale according to task. Completely autonomous solutions
(with no user intervention) have proved to be very difficult
to design, but in any case are not desirable where mean-
ing is often derived through interaction and exploration of
the data. The idea of a map generalization service is that
maps can be delivered over the Internet in response to user
requests — which in turn has led to a focus on the pre-pro-
cessing of solutions, in which intermediate solutions are
stored in a multiple representation database (MRDB).

Populating Multiple Representation Databases

There currently exist multiple, often disconnected ‘silo’
databases containing data at different levels of detail. The
vision is that model generalization techniques are applied
to data captured at the finest detail in order to create a hier-
archical framework of increasingly aggregated geographic
phenomena (from house, to suburb, to city to region, to
country) — in effect a semantically indexed structure from
which different scale linked phenomena can be extracted
and queried. The benefit of this approach is consistency
and ‘lineage’ (provenance) by which the source objects
from which the higher order geographies have been creat-
ed can be identified. This can support both data integration,
and hugely facilitate the data update process. The existence
of MRDB can also support on-the-fly generalization and
instantaneous delivery of geographic data over the Internet
and mobile devices [14,15].

Spatial Data Integration Service

Considerable ‘value add’ comes from the sharing and inte-
gration of data. Integration of geographic data is beset
by a host of challenges receiving considerable atten-
tion — notably in development of shared data schemas,
and addressing ontological issues linked to culture, origi-
nal purpose and conceptual understandings of place. Many
of these issues relate to the notional scale at which the data

was originally captured. Model generalization techniques
can play a critical role in aggregating data according to
shared partonomic and taxonomic classification method-
ologies.

Future Directions

Generalization in the context of geographical informa-
tion science has an importance beyond traditional carto-
graphic lines. It has everything to do with revealing and
giving emphasis to properties inherent among geograph-
ic phenomena — and therefore has important cross over
with ideas of design (making sense of things), data mining
and geo-visualization [16]. The aggregation of phenome-
na is dependent on taxonomic and partonomic hierarchies,
which themselves reflect complex functional and contextu-
al interdependencies inherent among geographic phenom-
ena. In this sense, issues of generalization are central to
meaningful interrogation and analysis of all geographic
information.
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Synonyms

Real-time generalization; Dynamic generalization; Online
generalization; Hierarchical data structures

Definition

Map generalization defines the process of producing maps
at coarser levels of detail (LOD), while retaining essential
characteristics of the underlying geographic information.
On-the-fly generalization, then, denotes the use of auto-
mated generalization techniques in real time. According
to [ 1], this process creates a temporary, generalized dataset
exclusively for visualization, not for storage or other pur-
poses. On-the-fly generalization is intimately linked to
highly interactive applications of cartography such as web
mapping, mobile mapping [e. g., in location-based services
(LBS)], and real-time decision support systems (e. g., in
disaster and evacuation management) that involve multi-
ple spatial scales. As it takes place in a highly interactive
setting, the cartographic quality requirements are typically
relaxed compared to traditional, high-quality paper maps.
On the other hand, (near) real-time behavior is impera-
tive.

Solutions that satisfy the above requirements can general-
ly be assigned to two groups. The first group of approach-
es relies on fast map generalization algorithms that gener-
ate coarser levels of detail in real time. The second group
utilizes hierarchical spatial data structures. In both cas-
es, the generalization operations that are implemented are
generally rather simple from a functional point of view,
compared to the cartographically more sophisticated, yet
computationally more costly algorithms that are typically
used in the production of high-quality paper maps. Close-
ly related to on-the-fly map generalization is progressive
vector data transmission (i. e., the transmission, over a net-
work, of vector datasets at progressively finer detail).
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Historical Background

For centuries, cartography was exclusively devoted to the
production of static paper maps. Even with the introduc-
tion of the computer to cartography in the 1960s and the
growing use of interactive computer systems in the 1980s
the situation did not change much. Paper was still the
main output medium, and screen maps were commonly
only used for editing and proofing in paper map produc-
tion, rather than as end products. Consequently, research
in automated map generalization—despite the fact that it
dates back to the early days of computer cartography and
geographical information systems (GIS)—focused primar-
ily on achieving high cartographic quality in the gener-
alization process, while largely neglecting computational
efficiency. While this preference for graphic quality over
efficiency may sound odd to the computer scientist, it did
make sense from a cartographic perspective, bearing in
mind that firstly, map generalization is an ill-defined pro-
cess and nontrivial to automate [2], and secondly, since the
end products were static, improved cartographic quality at
the expense of added computing time could easily be tol-
erated.

The advent of interactive personal computers in the 1980s
and, more importantly, of the world wide web (WWW)
in the early 1990s brought new requirements for car-
tography and map generalization. Since the usage and
interaction with web mapping services are highly time-
critical, scale-changing has to take place in real time,
essentially demanding on-the-fly generalization. Howev-
er, despite early solutions for on-the-fly line simplification
and object selection using reactive data structures [3,4],
researchers in automated map generalization continued to
place little emphasis on on-the-fly generalization through-
out the 1990s. Operational web map services such as
mapquest.com, mapblast.com, or map24.com rely on prag-
matic solutions, involving offline production of multirep-
resentation databases containing multiple LOD, restricting
the on-the-fly part to the real-time retrieval and display of
the LOD that matches the given zoom level as well as real-
time placement of map labels and symbols (e. g., icons for
points-of-interest).

In recent years, however, repeated calls have been made for
a redefinition of cartography and map generalization [5,6].
New forms of mapping applications such as mobile map-
ping in LBS or real-time decision support systems go
beyond web mapping as it’s best known, in the form of
the services mentioned above. In addition to the require-
ment of real-time map delivery, these new mapping appli-
cations demand adaptation and personalization of the the-
matic map content to the given user query and context.
Thus, precomputing and storing potential visualizations as

in “classical” web mapping is no longer a feasible solu-
tion; true on-the-fly generalization capabilities are need-
ed. Researchers have started to respond to these new chal-
lenges in recent years.

Scientific Fundamentals

On-the-Fly Generalization
Versus Multirepresentation Databases

As mentioned in the preceding section, true on-the-fly gen-
eralization is not to be equated with the mere retrieval
and display of pregeneralized LOD from a multirepre-
sentation database (MRDB). Hence, there is no need to
dwell on MRDB further. However, it should be empha-
sized that MRDBs remain an active and important research
area [7,8]. For instance, many public and private mapping
organizations have large holdings of digitized maps at dif-
ferent scales and thus are interested in linking these togeth-
er so that updates can be propagated automatically from
detailed to less detailed representations, allowing incre-
mental updates [9].

Characteristics

The main characteristics of on-the-fly generalization are

(see also [10]):

* A temporary, reduced scale (generalized) dataset/map
is generated for visualization purposes from a spatial
database.

* The map has to meet the user preferences (e. g., person-
alized content) and the technical display specifications
(i.e., typically low screen resolution and small screen
size).

e The scale of the resulting map may vary (particularly
due to zooming operations) and is not predefined.

* The generalization process must be accomplished auto-
matically and no user interaction is possible, e. g., to
check the result before publishing.

e The resulting map must appear on the display within
a few seconds, as the user does not want to wait.

¢ On the web and on mobile devices, there is an additional
problem of limited network bandwidth.

Techniques for on-the-fly generalization follow two main

tracks, either making use of efficient algorithms that allow

generation of coarser LOD in real time, or exploiting hier-
archical spatial data structures.

On-the-Fly Generalization by Algorithms

Since on-the-fly generalization is a time-critical task, gen-
eralization algorithms that are suited for this purpose must
be fast and/or they must be supported by precomputed data
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structures or attributes. In principle, all known general-
ization algorithms that run in linear or logarithmic time
make candidates for on-the-fly generalization. One exam-
ple of such fast algorithms is simple selection algorithms
that merely rely on precomputed attributes, such as the
Horton stream ordering scheme used for river network
selection [10]. Attribute-based selection is also straightfor-
ward to implement, as exemplified by the system described
in [11] that uses the extensible stylesheet language trans-
formation (XSLT) mechanism to generate real-time, gen-
eralized maps. An extended version of this system [12]
offers a range of well-known algorithms: feature selection
by object class, area selection by minimum/maximum val-
ue, line selection by minimum/maximum length, contour
line selection by interval, line simplification by the Dou-
glas—Peucker algorithm, line simplification by the Lang
algorithm, line smoothing by Gaussian filtering, and build-
ing outline simplification. Another system for on-the-fly
generalization that makes use of a combination of simple
(and efficient) algorithms is described in [13].

The algorithms discussed so far have in common that they
were originally not specifically developed for on-the-fly
generalization of potentially large datasets. They are mere-
ly useful for this purpose because they are so simple that
they require relatively little computational effort. An algo-
rithm that specifically targets dynamic generalization is
presented in [14]. This algorithm performs line simplifica-
tion of large map datasets through a novel use of graph-
ics hardware (frame buffer, color buffer, stencil buffer,
depth buffer) using a hybrid vector/raster-based approach.
For interactive visualization, presimplified maps of differ-
ent LOD are organized in a hierarchical data structure,
the Data Tree. the solution presented in [14] thus repre-
sents a hybrid between algorithmic approaches to on-the-
fly generalization and those methods that fully rely on hier-
archical data structures (to be discussed next section).

The above examples implement only algorithms that are
restricted to rather simple generalization operations with-
out consideration of their spatial context, such as selection,
line simplification, line smoothing and polygon aggrega-
tion (e.g., by the convex hull). More complex, contex-
tual generalization operations such as feature displace-
ment or typification—necessary to achieve high carto-
graphic quality—commonly require iterative optimization
techniques that are generally not suited to real-time appli-
cations (for an overview, see [15]). A possible solution
to speed up displacement computation consists in using
interpolation, or “morphing”, between the geometries of
two LOD [16]. This approach, however, requires at least
two LOD whose vertices of corresponding map objects
have been correctly matched and linked in an MRDB.
A more realistic approach to achieving more complex

generalization behavior that is nevertheless efficient is by
using auxiliary data structures, as discussed in the next sec-
tion.

On-the-Fly Generalization
by Hierarchical Data Structures

Map generalization results in hierarchies of progressive-
ly coarser maps. Thus, it is only natural that hierarchical
spatial data structures are exploited in map generalization,
and even more prominently in speeding up on-the-fly map
generalization. This section discusses selected examples
of solutions that rely exclusively on the hierarchical rep-
resentation of spatial data in tree data structures. These
examples have in common that they try to establish vari-
able scale data structures, thus avoiding the redundant data
storage typical of multiple representations using a stack of
LOD.

The earliest proposal of a tree data structure for on-
the-fly generalization was already mentioned in the his-
torical overview: the Binary Line Generalization (BLG)
Tree [3]. It uses the classic of line simplification, the
Douglas—Peucker algorithm, to precompute the order of
elimination of the vertices of a line. The vertex num-
bers and associated tolerance values are then stored in
a binary tree. At run time, the tree can be descended
down to the level that matches the resolution of the tar-
get map and the corresponding vertices retrieved for ren-
dering. As the BLG tree is restricted to organizing sin-
gle line objects, it cannot be used for the spatial orga-
nization (e.g., indexing) of multiple map objects. This
restriction is overcome by the Reactive Tree [4], an exten-
sion to the R-tree [17] that stores importance levels for
map objects (with important objects stored higher in the
tree). The Reactive Tree is dynamic, allowing inserts and
deletes.

The BLG and Reactive Tree data structures are not suited
to the generalization of polygonal maps [18], as they do
not represent the special nature of an area partitioning of
adjacent polygons. This deficiency led to the development
of the Generalized Area Partitioning (GAP) Tree which
defines successive hierarchies of aggregations of adjacent
polygons in a polygonal map. A system which uses the
BLG Tree (for line simplification), the reactive Tree (for
map object selection), and the GAP Tree (for area aggrega-
tion) together is reported in [ 1], containing also a descrip-
tion of the GAP Tree data structure. Recently, a new, topo-
logical version of the GAP Tree was introduced [ | 8] which
combines the use of the BLG Tree and the Reactive Tree
and avoids redundant storage and sliver polygons along
the boundary of neighboring polygons, problems associ-
ated with the original GAP Tree.
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The use of hierarchical data structures for on-the-fly gen-
eralization of point distributions commonly found in the-
matic maps (e.g., animal observation data, distributions
of disease occurrences) and LBS (e. g., points-of-interest)
is reported in [19,20]. Two methods are proposed. The
first one uses a quadtree to index the original points to
successively coarser, aggregated levels. At run time the
original points are then replaced by the centroids of the
quadtree cells corresponding to the appropriate resolu-
tion (i.e., scale of the target map). The disadvantage of
this first solution is that the output point pattern will be
aligned to the (regular) quadtree pattern, creating an unnat-
ural arrangement. Hence, a second proposed solution uses
a hierarchical tessellation of the map space that corre-
sponds to the semantics of the data points. In the exam-
ple shown in [19,20], animal observation data are mapped
to the network hierarchy of drainage basins, as these are
bounded by ridges that often also form physical barriers to
animal movement.

Related Issues

In recent years, research interest has started to develop
into methods for the progressive transmission of vector
map data. This interest is motivated by the very same rea-
son that prompted the earlier development of progressive
techniques for the transmission of raster images over the
WWW, implemented today in standard image formats: the
need to access large datasets in distributed, bandwidth-
limited computing environments. Progressive vector data
transmission shares with on-the-fly generalization the aim
to represent map data at successively coarser or finer LOD,
respectively. While the aim of progressive vector data
transmission is to ultimately transmit the entire dataset, the
user will initially only receive a coarse representation of
the map data, followed by progressive refinements, until
the full map has been transmitted. Any of the interme-
diate refinement steps represents a generalization of the
full map. Hence, there is also a strong similarity (or even
congruence) of methods between progressive vector data
transmission and on-the-fly generalization. In comparison
to progressive methods for image data, equivalent meth-
ods for vector data are inherently more complex to achieve
and hence still very much in the research stage. Starting
from initial conceptual work [2 1], solutions have been pro-
posed for the “continuous generalization” of buildings for
LBS [22], for an MRDB architecture in the context of LBS
applications [23], and for line and polygon data [24].

Label and icon placement on screen maps is a further issue
that is closely related to online-generalization, for two rea-
sons. First, the selection of map labels and/or map icons is
driven by the same principles—scale, semantics, available
map space—as the selection of other map objects. Second,

the placement of map labels and map icons shares many
similarities with displacement operations in map gener-
alization. While many algorithms exist for offline place-
ment of map labels and icons, real-time labeling (e. g., for
mobile maps in LBS) has only rarely been addressed in the
literature so far [25].

Finally, web generalization services should be mentioned.
On-the-fly generalization is typically linked to web and/or
mobile mapping applications, hence to applications that
take place in distributed computing environments and
client/server architectures. Therefore, the recently initiat-
ed move toward the exploitation of service-based architec-
tures in map generalization [26,27] nicely corresponds to
the evolution of on-the-fly generalization.

Key Applications

As has become obvious from the preceding discussion, on-
the-fly map generalization is still very much a research
area. The development of appropriate techniques targets
a variety of applications which have in common that
they are highly interactive and have requirements for
(near) real-time visualization with adaptable scale and
content. Following are a few examples of such applica-
tions.

Web Mapping

As mentioned in the Historical Background section the
evolution of web mapping has provided the initial setting
that prompted the need for on-the-fly generalization capa-
bilities. For many years, web mapping largely defined the
requirements for on-the-fly generalization. Today, howev-
er, it has been superseded as a trendsetter by less main-
stream applications.

Adaptive Zooming

Adaptive zooming is a capability that is still sorely lack-
ing in many interactive mapping systems. It denotes “the
adjustment of a map, its contents and the symbolization to
target scale in consequence of a zooming operation” [28].
As follows from this definition, adaptive zooming also
requires some sort of on-the-fly generalization. A prag-
matic solution that uses on-the-fly algorithms for the sim-
ple generalization operations in combination with LOD as
substitutes for complex generalization operations is pre-
sented in [28].

Mobile Cartography and LBS

LBS have given a new direction to cartography and GIS.
They place the user in the center of the map; the map dis-
play needs to adapt to the user’s changing location; and
the map display needs to be adapted (or personalized) to
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the user’s specific information requirements. Furthermore,
mobile devices are bound to impose more stringent tech-
nical limitations than commonly encountered in cartog-
raphy (e. g., low resolution and small size of the display
screen, low bandwidth, unreliable network connectivity).
An overview discussion of the requirements and research
perspectives of LBS, including the need for on-the-fly gen-
eralization, can be found in [29].

Real-Time Decision Support Systems

GIS are used a great deal as tools for decision sup-
port. While most uses of spatial decision support systems
(SDSS) do not have real-time requirements, new applica-
tions have recently started to appear that do involve deci-
sion making in response to real-time data feeds. Examples
include emergency service dispatching, evacuation route
planning, and disaster management [30].

Future Directions

As [18] notes, data structures supporting variable scale
datasets—and hence also solutions for on-the-fly map gen-
eralization—are still very rare. On the other hand, there are
a growing number of applications that require functional-
ity for real-time adaptation of spatial datasets and maps
to the scale and purpose of the target display. Hence, it
can be expected that increasingly more sophisticated solu-
tions will complement or supersede the rather pragmatic,
usually LOD-based techniques commonly used today. In
addition to the development of new techniques, there is
also room for improvement by combining existing meth-
ods. First, individual real-time algorithms may be com-
bined to create more comprehensive solutions, as exem-
plified by [18]. In the future, this approach may also ben-
efit from the current trend towards web-based architec-
tures [26]. A second track may exploit the potential of
combining MRDB- and LOD-based techniques and on-
the-fly generalization, illustrated by the (still rather prag-
matic) solution presented in [28].

Cross References
» Indoor Positioning

Recommended Reading

1. van Oosterom, P., Schenkelaars, V.: The development of an inter-
active multiscale GIS. Int. J. Geogr. Inf. Syst. 9, 489-507 (1995)

2. Weibel, R., Dutton, G.: Generalizing spatial data and dealing with
multiple representations. In: Longley, P.A., Goodchild, M.F.,
Maguire, D.J.,Rhind, D.W. (eds.) Geographical Information Sys-
tems: Principles, Techniques, Management and Applications,
2nd edn., pp. 125-155. Wiley, Chichester (1999)

3. van Oosterom, P., van den Bos, J.: An object-oriented approach to
the design of geographic information systems. Comput. Graphics
13, 409-418 (1989)

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

van Qosterom, P.: A storage structure for a multiscale database:
the reactive-tree. Comput., Environ. Urban Syst. 16, 239-47
(1992)

Jones, C.B., Ware, J.M.: Map generalization in the web age. Int.
J. Geogr. Inf. Sci. 19, 859-870 (2005)

Mackaness, W.A.: Automated cartography in a bush of ghosts.
Cartogr. Geogr. Inf. Sci. 33, 245-256 (2006)

Hampe, M., Sester, M.: Generating and using a multi-
representation database (MRDB) for mobile applications. Paper
presented at the ICA Workshop on Generalization and Multiple
Representation, Leicester, 20-21 August 2004. Available via:
http://ica.ign.fr/Leicester/paper/hampe- v2-ICAWorkshop.pdf.
Accessed 12 Feb 2007

Viafia, R., Magillo, P., Puppo, E., P.A. Ramos: Multi-VMap:
a multi-scale model for vector maps. Geolnformatica, 10,
359-394 (2006)

Anders, K.-H., Bobrich, J.: MRDB Approach for Automat-
ic Incremental Update. Paper presented at the ICA Work-
shop on Generalization and Multiple Representation, Leices-
ter, 2021 August 2004. Available via: http://ica.ign.fr/Leicester/
paper/Anders-v1-ICAWorkshop.pdf. Accessed 12 Feb 2007
Rusak Masur, E., Castner, H.W.: Horton’s ordering scheme and
the generalisation of river networks. Cartogr. J. 27, 104-112
(1992)

Lehto, L., Sarjakoski, L.T.: Real-time generalization of XML-
encoded spatial data for the web and mobile devices. Int. J.
Geogr. Inf. Sci. 19, 957-973 (2005)

Sarjakoski, L.T., Sarjakoski, T.: A use case based mobile GI ser-
vice with embedded map generalisation. Paper presented at the
ICA Workshop on Generalization and Multiple Representation,
Leicester, 20-21 August 2004. Available via: http://ica.ign.fr/
Leicester/paper/Sarjakoski-v2-ICAWorkshop.pdf. Accessed 12
Feb 2007

Glover, E., Mackaness, W.A.: Dynamic generalisation from a sin-
gle detailed database to support web based interaction. In: Pro-
ceedings 19th International Cartographic Conference, Ottawa,
14-21 August (1999)

Mustafa, N., Krishnan, S., Varadhan, G., Venkatasubramanian,
S.: Dynamic simplification and visualization of large maps. Int.
J. Geogr. Inf. Sci. 20, 273-302 (2006)

Mackaness, W.A., Ruas, A., Sarjakoski, L.T. (eds.): Generali-
sation of Geographic Information: Cartographic Modelling and
Applications. Elsevier, Amsterdam, Boston, Heidelberg, London,
New York, Oxford, Paris, San Diego, San Francisco, Singapore,
Sydney, Tokyo (2007)

Sederberg, T.W., Greenwood, E.: A physically based approach to
2-D shape blending. Comput. Graphics 26, 25-34 (1992)
Guttmann, A.: R-Trees: A dynamic index structure for spatial
searching. ACM SIGMOD 13, 47-57 (1984)

van Oosterom, P.: Variable-scale topological data structures suit-
able for progressive data transfer: The GAP-face tree and GAP-
edge forest. Cartogr. Geogr. Inf. Sci. 32, 331-346 (2005)
Burghardt, D., Purves, R. S., Edwardes, A.J.: Techniques for on-
the-fly generalisation of thematic point data using hierarchical
data structures. In: Proceedings of the GIS Research UK 12th
Annual Conference, Norwich, 28-30 April (2004)

Edwardes, A., Burghardt, D., Dias, E., Purves, R.S., Weibel, R.:
Geo-enabling spatially relevant data for mobile information use
and visualisation. In: Proceedings of the 5th International Work-
shop on Web and Wireless GIS, W2GIS 2005. Lecture Notes in
Computer Science, vol. 3833, pp. 78-92. Springer-Verlag, Berlin,
Heidelberg (2005)



http://ica.ign.fr/Leicester/paper/hampe-v2-ICAWorkshop.pdf
http://ica.ign.fr/Leicester/paper/Anders-v1-ICAWorkshop.pdf
http://ica.ign.fr/Leicester/paper/Anders-v1-ICAWorkshop.pdf
http://ica.ign.fr/Leicester/paper/Sarjakoski-v2-ICAWorkshop.pdf
http://ica.ign.fr/Leicester/paper/Sarjakoski-v2-ICAWorkshop.pdf

344 Generalized Minimum Spanning Tree

21. Bertolotto, M., Egenhofer, M.J.: Progressive transmission of
vector map data over the world wide web. Geolnformatica, 5,
345-373 (2001)

22. Sester, M., Brenner, C.: Continuous generalization for visualiza-
tion on small mobile devices. In: Peter Fisher (ed.) Developments
in Spatial Data Handling—11th International Symposium on Spa-
tial Data Handling, pp. 469—480. Springer Verlag, Berlin, Hei-
delberg, New York (2004)

23. Follin, J.-M., Bouju, A., Bertrand, F., Boursier, P.. Multi-
resolution extension for transmission of geodata in a mobile con-
text. Comput. Geosci. 31, 179-188 (2005)

24. Yang, B., Purves, R., Weibel, R.: Efficient transmission of vector
data over the internet. Int. J. Geogr. Inf. Sci. 21, 215-237 (2007)

25. Harrie, L, Stigmar, H., Koivula, T., Lehto, L.: An algorithm for
icon labelling on a real-time map. In: Fisher, P. (ed.) Develop-
ments in Spatial Data Handling, pp. 493-507. Springer-Verlag,
Berlin, Heidelberg, New York (2004)

26. Burghardt, D., Neun, M., Weibel, R.: Generalization services on
the web—classification and an initial prototype implementation.
Cartogr. Geogr. Inf. Sci. 32, 257-268 (2005)

27. Foerster, T., Stoter, J.: Establishing an OGC web processing
service for generalization processes. Paper presented at the
ICA Workshop on Generalization and Multiple Representation,
Portland, 25 June 2006. Available via: http://ica.ign.fr/Portland/
paper/ICA2006-foerster_stoter.pdf Accessed 12 Feb 2007

28. Cecconi, A., Galanda, M.: Adaptive zooming in web cartography.
Comput. Graphics Forum 21, 787-799 (2002)

29. Jiang, B., Yao, X.: Location-based services and GIS in perspec-
tive. Comput., Environ. Urban Syst. 30, 712-725 (2006)

30. Zerger, A., Smith, D.I.: Impediments to using GIS for real-time
disaster decision support. Comput., Environ. Urban Syst. 27,
123-141. (2003)

|
Generalized Minimum Spanning Tree

» Trip Planning Queries in Road Network Databases

|
Generalizing

» Hierarchies and Level of Detail

|
Genome Mapping

» Bioinformatics, Spatial Aspects

|
Geocollaboration

SHIVANAND BALRAM, SUZANA DRAGICEVIC
Department of Geography, Simon Fraser University,
Burnaby, BC, Canada

Synonyms

Collaborative geographic information systems; CGIS;
Computer supported cooperative work; CSCW; Group

spatial decision support systems; GSDSS; PSS; Planning
support systems

Definition

Geocollaboration is an emerging area of study examin-
ing how spatial information and communication technolo-
gies can be designed and adapted to support group inter-
actions that use geographically-referenced data and infor-
mation [1]. These group interactions normally focus on
tasks such as spatial data access and exploration, problem-
solving, planning, and decision-making. In a recent classi-
fication of knowledge areas within geographic information
science, geocollaboration has been interpreted as a specif-
ic implementation of group spatial decision support sys-
tems (GSDSS) which in turn forms a component of GIS
and Society research [2]. In order to support collaborative
interactions, group participants need to be able to browse,
explore and query spatial data and information. Further,
participants must be able to represent knowledge and com-
municate with each other towards achieving well defined
objectives or goals. Hence, key issues of geocollaboration
include group support methods such as real time confer-
encing and sketch mapping, distributed computing using
the Web and local area networks, and information commu-
nication with maps and scientific visualizations tools [1,3].
Figure 1 shows a general system architecture for geocol-
laborative interactions consisting of: a group of partici-
pants arranged in various configurations of place and time;
a computer system for handling geospatial data and group
interactions; technical expertise to integrate the system;
and organizational expertise to focus the goals of the col-
laborative process for appropriate implementation.

Historical Background

Geocollaboration as a concept was formally proposed
around the year 2000 by researchers from Penn State
University (USA) as a focused response to the need for
designing and adapting geospatial technologies for sup-
porting group interactions [4]. Geocollaboration represents
an important confluence of methods and tools. The need
for group based spatial technologies was formally recog-
nized and systematically discussed during the September
2005 Specialist Meeting of the US National Center of
Geographic Information Analysis (NCGIA) research ini-
tiative on collaborative spatial decision making (CSDM).
The CSDM initiative (I-17) investigated the design of
interactive group environments for spatial decision mak-
ing. The research that followed in this area focused on
specific issues including structuring the collaborative pro-
cess [5], embedding spatial data directly into group discus-
sions [6], analyzing map-based group data [7], ensuring
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democratic levels of group participation [8], and multiple
visual data representation for improved understanding [9].
Efforts on specific aspects of spatial collaboration result-
ed in many flavors of collaborative system designs such as
Spatial Understanding Support Systems, Planning Support
Systems, and Collaborative Geographic Information Sys-
tems [2]. These systems have their foundations in main-
ly decision analysis theory, group structuration theory, and
geographic information systems and science. Geocollab-
oration, however, has its foundations in geographic infor-
mation science, computer supported cooperative work, and
distributed computing. With this foundation, geocollabora-
tion seeks to address the impact of technological, social
and cognitive factors on group based interactions with
geospatial data [1].

Scientific Fundamentals

Figure 1 shows a typical architecture for geocollabora-
tive interactions. Before the system is constructed, well
defined tasks or problems to be solved are usually speci-
fied by participatory groups and decision makers. A choice
amongst the four combinations of same place or time and
different place or time designs determines if the collabora-
tion infrastructure will incorporate the Web as a distribut-
ed communication medium. Structuring the collaborative
interactions follows, and is influenced by the collabora-
tive process focus on either knowledge construction, prob-
lem solving, task implementation, data exploration, spa-
tial analysis, decision making, or training. Many structur-
ing approaches are available including shared workspace,
argumentation mapping, spatial Delphi, real time confer-
encing and sketch maps. User interfaces and their designs
can vary from a range that includes simple map sketch-

ing with digital pens and sophisticated three-dimensional
head mounted displays to immersive virtual environments.
The capabilities of user interfaces to aid visualization and
natural data interactions are constantly being enhanced.
These user interfaces connect directly to a distributed or
localized computer system that manages the collaborative
interactions and geospatial data storage. There are usual-
ly three components: a spatial data manager to facilitate
data requests and transactions, a collaboration manager to
track and monitor the interactions among the group of par-
ticipants, and a geospatial database to provide spatial data
and information as per the request of the spatial data man-
ager component. The collaborating participants eventual-
ly generate spatial outputs in the form of maps, scientific
visualization products, or geo-referenced data attributes in
response to the specified system tasks or problem defini-
tion. Iterative analysis of the outputs can generate more
robust final outcomes. The geocollaboration system must
be embedded in an organizational and technical structure
for continued development and support of the local and
remote collaborations [0]. Interface design (user-friendly
interactions), social dynamics (level of social representa-
tion), distributed GIS (equal participation opportunities),
and cartography (representation and understanding of real-
ity) principles all have an influence on geocollaboration.

Key Applications

Principles of geocollaboration are applied in many diverse
knowledge domains where there is a need to integrate peo-
ple, technology and data in a spatial context. These appli-
cations cover a diverse range from the environmental sci-
ences to engineering, but are more dominant in geography
where geospatial data are widely collected and analyzed.
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Geography

In geography, geocollaboration principles focus mainly on
the people component of the people-technology-data inte-
gration. The development of group support methods are
of specific interest. Applications for public participation,
transportation, and health are outlined.

Public Participation Geocollaboration principles can
be applied to designing systems that improve the pub-
lic’s access to information and their contributions to plan-
ning and decision making forums. These public interac-
tions usually occur at the same-time/same-place or same-
time/different-place [10].

Transportation Transportation planners can use geo-
collaboration principles to develop systems that recon-
cile multiple interests and organizational goals. Candidate
sites for transportation development can be identified and
assessed more effectively for more appropriate spending of
public funds [11].

Health In health care and disease management, geocol-
laboration designs can be used to develop highly interac-
tive systems that allow the public to identify and locate dis-
ease incidences thereby allowing more targeted responses
from health care professionals.

Engineering

In engineering, geocollaboration principles focus mainly
on the technology component of the people-technology-
data integration. The development of more user friendly
spatial technologies is of particular interest. Applications
in disaster management, user interfaces, and distributed
databases are outlined.

Disaster Management During times of disaster, the
close coordination of resources from multiple organiza-
tions is necessary for mitigating and managing the crisis
situation. Geocollaboration principles allow for the design
and development of systems that can integrate managers,
task groups, data resources and collaborative interactions
for real-time planning and coordination among teams [12].

User Interfaces Geocollaboration principles are used in
the design of natural user interfaces for more embedded
interactions and manipulation of geospatial data [13].

Distributed Databases Geocollaboration designs can be
used to develop highly accessible and interactive knowl-
edge systems that allow the non-technical individuals to
input data into existing spatial databases to improve under-
standing and awareness of existing conditions [14].

Environmental Sciences

In the environmental sciences, geocollaboration principles
focus mainly on the spatial data component of the peo-
ple-technology-data integration. Developing more acces-
sible spatial databases and providing for greater collabo-
rative data analysis and modeling are of specific interest.
Applications in land use, water resources, and forestry are
outlined.

Land Use Geocollaboration principles can be used in
exploring scenarios and alternative futures for land use
planning and analysis [15]. Multiple participants interact
with each other and geospatial data towards defining mod-
els of reality that best capture common interests, concerns,
and goals.

Water Resources Water resource managers can use geo-
collaboration principles to develop systems that reconcile
multiple interests and organizational goals. The influence
of technology designs and participation perceptions on the
desirable outcomes can be examined experimentally [16].

Forestry The development of participatory model-based
forestry tools can benefit from geocollaboration principles
for improving model input interfaces and in the visualiza-
tion of output scenarios.

Future Directions

Any problem or task that requires the integration of peo-

ple, technology, and geospatial data can benefit from geo-

collaboration principles in the design of solutions. Appli-

cations in national security and human health are new

and emerging areas of interest for geocollaboration prin-

ciples. Collaborative interaction systems with virtual envi-

ronments can allow military strategists to better simulate

command and control operations for training and emer-

gency purposes. Medical personnel can be briefed and

deployed in emergencies using distributed collaborative

systems that link multiple authorities into a centralized

decision-making structure.

On the research frontier, geocollaboration will need to fur-

ther address key issues including:

* Integrating real-time spatial data from multiple sources
and with multiple errors

* Using the Internet as a robust medium to support col-
laborative communication

* Developing open source toolkits to encourage geocol-
laboration system designs

* Designing more effective multi-modal interfaces to
improve end-user experiences
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The application potential and research needs of geocollab-
oration make it an exciting and rewarding area for study
and future enhancements.

Cross References

» Decision-Making Effectiveness with GIS

» Environmental Planning and Simulation Tools
» Multicriteria Decision Making, Spatial

» Web Mapping and Web Cartography
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Synonyms

Neighborhood
clustering; Geographic market segmentation; Regional-
ization, spatial ontologies; Cluster analysis; Partitioning;
Regression, geographically weighted

segmentation; Spatially agglomerative

Definition

Geodemographic segmentation refers to a range of meth-
ods used for classifying and characterizing neighborhoods
or localities based on the principal that residents living
near each other are likely to have similar demographic,
socio-economic and lifestyle characteristics. It is used for
a wide range of purposes including direct marketing, retail
location, service area analysis, housing market analysis,
and public service targeting.

Many methodological approaches exist for geodemo-
graphic segmentation. Some form of cluster analysis is
generally used to assign entities (e. g. zip codes, proper-
ty parcels, neighborhoods) to classes which can eventual-
ly form larger objects, or segments. Entities are classified
so as to minimize heterogeneity within groups relative to
between groups. The classification taxonomy can incorpo-
rate any number of classes and can also make use of nested
or non-nested hierarchies (see » Hierarchical Spatial Mod-
els, this volume). The output is the class membership for
each constituent object. While cluster analysis is generally
aspatial (although geographic coordinates can be included
as additional dimensions), adjacency or connectivity rules
can be applied afterwards specifying when entities of the
same class can be merged. The geographic nature of seg-
ments depends on the entities they are built from. Where
segments are built from spatially exhaustive polygons, the



348 Geodemographic Segmentation

Geodemographic Segmentation, Figure 1a and b
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output may be a landscape of larger spatially exhaustive
polygons (Fig. la and b). Where they are built from spa-
tially isolated (i. e. “island”) polygons, the output may be
new multi-part regions whose constituents do not necessar-
ily touch (Fig. 2). Point objects or raster surfaces (Fig. 3a
and b) may also be segmented.

Historical Background

The history of cluster analysis dates back to the 1930s,
with early works such as R.C. Tryon’s Cluster Analysis [1],
but the greatest advances in the technique’s application and
development, and much of the literature, comes from the
1960s and after. One of the early landmark texts on clus-
ter methods was Principles of Numerical Taxonomy, writ-
ten by Sokal and Sneath in 1963 [2]. Neighborhood and
geodemographic segmentation, dates back even earlier, to
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Aggregation of spatially exhaustive subunit polygons into spatially exhaustive segments
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Geodemographic Segmentation, Figure 3 Segementation of continuous
fields

the sociologist Charles Booth who, in the early 20th cen-
tury, developed a multivariate system of classifying neigh-
borhoods to study patterns of poverty in London. In the
1920s sociologists from the “Chicago School,” such as
Robert E. Park and Ernest Burgess built on this foundation
shortly thereafter with a theory of urban “natural areas,”
which posited that competition for land in cities among
social groups led to its division into geographic units simi-
lar to ecological niches [3]. Their application of this theory
involved considerable pre-digital overlay analysis of maps,
including the Social Science Research Base Map of Chica-
go which combined all available spatially referenced data
about the city and was used to detect boundaries of the
“zones” that their theory predicted. Geodemographic anal-
ysis became increasingly sophisticated with the availabil-
ity of electronic Census data, the enumeration of smaller
Census units, such as block groups, and advancement of
cluster analysis.

The commercial application of geodemographics has its
roots in 1961, when Jonathan Robbin formed the General
Analytics Company, a marketing research firm that began
researching geodemographic methods. This firm was pur-
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chased and later re-acquired by Robbin in 1971, at which
point it became Claritas Inc., the company that created
the PRIZM®, the first major geodemographic segmenta-
tion, in 1978. It uses Census and other data to classify
US Census Block Groups into hierarchically nested seg-
ments. This and later products, such as Mosaic by Experi-
an and ACORN™ (A Classification Of Residential Neigh-
bourhoods) by CACI, are used to help target marketing
efforts, site retail locations, and generally understand how
purchasing behavior varies by neighborhood. Many of the
key concepts of geodemographic segmentation in the post-
digital age are summarized by Micheal Weiss in a trilogy
of books from 1988, 1994 and 2000 [4,5,6] as well as by
Debenham et al. [7].

Scientific Fundamentals

Segmentation is fundamentally a classification exercise. In
the simplest case, a typology is developed a priori with
set criteria for membership in each class. Spatial entities
(e. g. zip code, city, house, etc.) are then classified based
on meeting these criteria. More commonly, segmentation
uses a posterior approach in which classifications are based
on cluster analysis or other multivariate methods. Cluster
analysis is a data structuring tool that is generally used
as an exploratory rather than confirmatory tool. It orga-
nizes data into meaningful taxonomies in which groups are
relatively homogeneous with respect to a specified set of
attributes. That is, it maximizes the association between
objects in the same group while minimizing the associa-
tion between groups. It does so based on the concepts of
dissimilarity or distance in n dimensional space, where the

axis of each dimension represents some attribute. While
the nomenclature of cluster distance sounds spatial, in fact
the distances being measured do not represent real space,
but rather attribute space.

There are a number of clustering techniques that can be
used in geographic segmentation. These can be broadly
broken up into partitioning and hierarchical methods. Hier-
archical methods work by either dividing (divisive meth-
ods) or aggregating (agglomerative methods) groupings of
data using a hierarchical structure. Agglomerative cluster-
ing starts by treating every data observation as a separate
group in itself and then groups those observations into larg-
er groups until there is a single group (Fig. 4). That is,
it sequentially lowers the threshold for defining unique-
ness, causing progressively fewer observations to be seen
as “dissimilar.” Dissimilarity or similarity is based on the
“distance” between observations, which is represented in
the “height” axis in Fig. 4. In multi-dimensional attribute
space, distance refers to how dissimilar the attributes of
an observation are from another. When attribute variables
are in different numeric scales, it is often required to stan-
dardize the data so that no one variable is overly weighted.
Distance can be measured as Euclidean (straight line) dis-
tance (Eq. 1), squared Euclidean distance (Eq. 2), Manhat-
tan (city block) distance (Eq. 3), and Chebychev distance
(Eq. 4), among many other approaches.

distance(x, y) = Zi(x; — y;)? (n
= {Zitxi —yn*}/? )
= Zj|xi — yil 3)
= Max|x; — yi| . (€]



350 Geodemographic Segmentation

This approach is useful for a posteriori data explorations
and allows users to interpret how clusters relate to each
other based on the patterns in which they branch. Divisive
clustering is the opposite of agglomerative clustering; it
starts with all data in a single set, which is successively
divided into smaller groups until each group is a single
observation.

Partitioning methods are often used when the analyst has
some a priori notion about how many or what type of
clusters to expect. The clusters can then be analyzed for
systematic differences in the distributions of the vari-
ables. Partitioning iteratively creates clusters by assign-
ing observations to the cluster centroid that is nearest.
The most common partitioning method is k means, pop-
ularized by Hartigan [8], which works by randomly gen-
erating k clusters, determining the location of the clus-
ter center, assigning each point to the nearest cluster cen-
ter, and then iteratively recomputing the new cluster cen-
ters until convergence occurs, which is generally signaled
by when point-cluster assignments are no longer chang-
ing. Other partitioning approaches use different measures
of dissimilarity. For instance, Expectation Maximization
(EM) Clustering maximizes the probability of the data
given the final clusters by analyzing the data’s probabili-
ty distributions to compute probabilities of cluster mem-
berships. This method is frequently used for market and
geodemographic segmentation because it can be applied to
both continuous and categorical variables, unlike k means.
Yet another partitioning method is partitioning around
medoids (PAM) [9]. Rather than minimizing distances,
as k means does, PAM minimizes dissimilarities, a more
robust measure of difference measured in a dissimilarity
matrix. The dissimilarity matrix allows PAM to perform
clustering with respect to any distance metric and allows
for flexible definition of distance. The use of medoids
rather than centroids makes PAM less sensitive to out-
liers. Finally, PAM has the advantage of producing sev-
eral outputs that help in assessing the strength of classi-
fications. In particular, silhouette plots and scores (which
range from —1 to 1) give an idea of how well an obser-
vation is grouped. A score of 1 means it is well classi-
fied, —1 poorly classified, and zero means it lies between
two clusters. A clusterplot provides a further diagnostic,
showing how much dimensional overlap or isolation there
is between clusters. These outputs allow one to run PAM
several different times with different combinations of vari-
ables or different numbers of clusters, to assess how the
strength of groupings changes.

A new set of partitioning methods was developed in the
nineteen nineties, based on Neural Network (NN) and
Artificial Intelligence paradigms [10]. NN essentially uses
a nonlinear and flexible regression technique which does

not require prior assumptions of the distribution of the data
to classify data. NN methods have the advantage of evalu-
ating similarities based on a set of multi-dimensional cri-
teria, as opposed to traditional clustering algorithms which
generally use a single measure of dissimilarity. Howev-
er, they suffer from the problem of some non-hierarchical
clustering algorithms of requiring a user defined number
of clusters and random starting points in N dimensional
space when seeding the clustering algorithm. Hence, there
is no clear superior method. One study found that while
NNs did not perform superior to traditional k-means clas-
sifiers in geodemographic segmentation, a combination of
the two, with NNs generating the input seed for k-means
resulted in superior classification [11].

Yet another approach to clustering is Multivariate Divisive
Partitioning (MDP). Claritas, Inc. used a form of MDP
called Classification and Regression Tree (CART) analy-
sis to more functionally classify their market segments. In
this more supervised form of clustering, an analyst choos-
es a dependent variable or behavior they wish to model and
then conducts a stepwise process to determine which vari-
ables, and which breaks in the values of those variables,
best divides a single segment into two segments with the
greatest difference in that behavior. Splitting then contin-
ues iteratively until a threshold of similarity in the depen-
dent variable is reached.

Where there are a large number of variables being con-
sidered, segmentation often makes use of Principal Com-
ponents Analysis (PCA), a data reduction tool which con-
denses a large set of variables into a smaller number of
discriminating factors, while eliminating ineffectual noise.
These factors are represented using standardized linear
combinations of the original variables. Generally, most
of the original variation in the variables is explained in
the first principal component. Because each component is
orthogonal, each subsequent component should be uncor-
related with the previous one, and hence explain less vari-
ance. Thus, while the number of principal components is
equal to the number of variables, only a few of the prin-
cipal components need be used because they explain most
of the variance. Segmentation uses PCA to condense the
vast number of socio-economic and demographic variables
that differentiate neighborhoods into a much smaller set
of largely uncorrelated factors, or principal components.
For example, Applied Geographic Solutions (AGS) uses
PCA in building its MOSAIC™ geodemographic segmen-
tation. The user’s guide for this product states that PCA is
an excellent approach because it makes it easier to iden-
tify and isolate “site signatures,” or combinations of traits
that make neighborhood types unique, since each factor
is a condensed and distilled representation of many relat-
ed variables, and each factor is theoretically independent.
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Once principal components have been generated, observa-
tional units can be classified by cluster analysis of these
values or through simple numeric breaks.

The methods described up to this point are aspatial. While
the observations being analyzed may represent spatial enti-
ties (e.g. zip codes or watersheds), cluster analysis does
not explicitly consider spatial relationships unless speci-
fied. However, it follows logically that when spatial auto-
correlation is present in the variables being analyzed, near-
by geographic entities will be more likely to have the same
cluster value than distant entities. That is because spatial
autocorrelation also describes similarity in attribute values,
just as cluster analysis does. Regardless of autocorrelation,
however, actual spatial variables, such as latitude and lon-
gitude coordinates, can be used as variables in cluster anal-
ysis.

Even if no spatial variables are used in cluster analy-
sis, spatial rules can be applied afterwards. For instance,
a cluster analysis might give a result where very distant
entities have the same cluster designation. In this case the
analyst may wish to enforce a rule that spatial entities with
the same cluster designation that do not touch or are not
within a certain distance have different cluster designa-
tions. An analyst may also wish to combine entities with
the same cluster designation if they are adjacent or within
a certain distance. In the case of polygons this can easily
be done by dissolving common boundaries to form a sin-
gle polygon from multiple polygons with the same value,
as shown in Fig. 5, or aggregating non-adjacent polygons
into topological regions.

Geodemographic Segmen-
tation, Figure 5  Adjacent
polygons with the same cluster
value are dissolved into single
polygons

The output of segmentation will by definition depend on
the spatial nature of entities or observations. Where spa-
tially exhaustive polygons (e. g. zip codes) are used as the
initial observational units, the cluster analysis yields a spa-
tially exhaustive landscape classification. While adjacent
polygons of the same class can be merged, the end result
gives a class for all locations where land is present. Hence
there is no need for any interpolation. In some cases, poly-
gons are not actually exhaustive, but are functionally so,
such as in the case of property parcels, which include all
land except for public rights of way, which likely are irrele-
vant to most analyses using segmentation. Points may also
be classed into segments although by definition the result-
ing map would not be geographically exhaustive. If one
desires to segment a landscape from point data, though,
some form of interpolation is necessary. That is, where
no areal boundaries exist, they must somehow be detect-
ed. In the simplest case, Thiessen polygons/Voronoi dia-
grams (see » Voronoi Diagram, this volume) are creat-
ed around the points to form an exhaustive landscape,
with those polygons inheriting all of the overlaying points’
attributes. Polygons are then segmented through cluster
analysis. In the continuous surface approach, interpolated
surfaces are created for each variable relevant to the seg-
mentation. Cluster analysis is then performed on the mul-
tiple values associated with each grid cell to yield a cluster
designation. Due to the spatial autocorrelation associated
with interpolation methods, nearby cells will be likely to
be in the same class and in fairly large contiguous areas
of the same class, which can then be converted to poly-
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gons to form an exhaustive landscape. As described under
“housing market segmentation” below, this problem is very
relevant to the study of housing markets, where data often
come in household-level point format, but where exhaus-
tive regions are desired as output.

Key Applications
Marketing

The most significant application of geodemographic seg-
mentation is for marketers. Marketing is most effective
when targeted at the audience most likely to purchase
a product or service. Market segmentation products help
companies target where and how they spend their mar-
keting and advertising money by comparing the profile of
their customer base with the profile of a particular geo-
graphic region. This can also help marketers successfully
replicate their efforts and expand their campaigns.

A number of proprietary segmentation systems have been
developed for this purpose, including Experian’s MOSA-
IC™, Claritas’s PRIZM®, and Consolidated Analysis Cen-
ters Incorporated’s ACORN™. These traditionally use
Census data, as well as other ancillary data, such as
point-of-sale receipts data, purchasing patterns, mortgage
and financial information, and household surveys. Claritas
now uses household-level data, including responses from
lifestyle surveys. In the United States, most of these sys-
tems use Census block groups, which were designed to
approximate “neighborhoods” of about 350 households,
as the minimum geographic unit of analysis, although
the recently released PRIZM® NE used an algorithm to
attempt to interpolate PRIZM® segments to individual
households. In the United Kingdom, post codes are often
used as the minimum mapping unit. Each segment is
expected to be relatively homogeneous in its purchasing
habits. Segment designations are generally updated peri-
odically to reflect changes in the neighborhood.

Many segmentation systems are hierarchical as well. For
instance, PRIZM® NE has three hierarchically nested lev-
els of segment classes. All observational units are first
classed into one of 5 “urbanicity” classes (PRIZM® 5),
representing degree of urbanization. Those 5 classes are
further broken down by socio-economic status to yield
14 “social groups” (PRIZM® 14). Those are then further
broken down by lifestyle factors to yield 66 final segments
(PRIZM® 66). Each segment and segment aggregation is
given a unique name and description. So, for instance, the
“Urban” PRIZM® 5 class contains a number of PRIZM®
14 sub-classes, such as “Urban Midtown.” Within that
are three PRIZM® 66 sub-sub-classes, including “Urban
Achievers,” “Close in Couples,” and “Multi-Culti Mosa-
ic.” Detailed socio-economic and demographic generali-

ties are given about each segment, as well as information
about their consumption preferences. For instance, “Urban
Achievers” tend to have no children in the household, be
younger, and pursue active social lives, including going to
clubs, bars, and concerts. More specifically, they are more
likely to eat pita bread, shop at Nordstroms and Banana
Republic, watch tennis, listen to jazz, and go downbhill
skiing.

Retail Site and Performance Modeling

When retail facilities choose a location, they consider the
size and characteristics of the consumer population with-
in a service or trade area. Geodemographic segmentation
systems are commonly used for this purpose, especially
by companies with large numbers of outlets. Specifical-
ly, segmentation systems can be used to assess the pene-
tration rate of different market segments targeted by the
retailer. This approach is often combined with service area
analysis, in which a network algorithm is used to delin-
eate the geographic region that is within a certain drive
time of the facility (the maximum drive time for a facil-
ity will depend on the nature of the facility, e. g. home
improvement store, versus convenience store). Once this
region is established, the number of households belong-
ing to each segment type can be estimated. Sites can be
found that maximize the number of households belonging
to the segments that are likely to demand the particular
good or service. Gravity models can be used to account
for competing facilities in the service area. Further, this
approach can be used to help stores fine-tune what product
lines they should feature based on the characteristics of the
surrounding neighborhoods. For instance, a grocery chain
may stock a certain store with more organic produce and
high-end gourmet lines based on surrounding market seg-
ment. This approach can has been used for large facilities
like big box store, smaller facilities like coffee shops, and
even automated teller machines (ATMs).

Retail stores have also been segmented themselves based
on their characteristics and the characteristics of their trade
area. Kumar and Karand [12] created such a segmentation
for grocery stores, intended to account for the interaction
between internal store attributes, such as “scrambling of
service,” and trade area characteristics. They found that
such a segmentation did predict differences in retail per-
formance.

Public Service Planning

Public agencies can use geodemographic approaches to
help target the location and scale of public facilities, based
on the same principals of retail site modeling, but substi-
tuting public need for profit maximization. In some cas-
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es this may involve searching out demographic segments
that are not well served in the private sector. In others it
may involve matching facilities to areas with a certain pro-
file expected to use those facilities. The potential applica-
tions range from siting of public transportation facilities,
to libraries, to youth centers.

Housing Market Analysis

Economists contend that there are distinct housing “sub-
markets” within each urban area. These represent areas
with relative similarity in housing characteristics, like
price, size, type, ownership status, and quality of hous-
ing, among other variables. Some also contend that sub-
markets are defined by the relationship between these vari-
ables and price [13]. Accounting for housing submarkets
through segmentation can result in great improvements for
several applications, including derivation of price indices,
automated valuation models (AVM’s) or mass appraisal
methods for mortgage lenders, and studies of non-market
goods using hedonic analysis (in which property price is
regressed against explanatory variables in order to disag-
gregate the contributors to housing price and place a value
on characteristics that are not directly priced in the mar-
ket). That is because these methods all rely on the assump-
tion of a homogeneous housing market. When housing
submarkets exist and are accounted for separate models
can then be estimated for each market segment, resulting
in increased precision. Segmentation has also been found
to be necessary for generating welfare measures of benefits
from hedonic indices [14,15].

A variety of methods have been proposed for segment-
ing housing markets, including both geographic and non-
geographic methods. There has been a wide range of
opinions as to whether housing markets are defined by
spatial criteria or not. In some studies, individual non-
contiguous properties within the same neighborhood have
been classed into different segments based only on the
internal characteristics of those properties and disregard-
ing location [16], while in many others geographic par-
titions have been used. One recent study Bourassa et
al. compared submarkets defined by small spatially con-
tiguous geographical units (based on real estate apprais-
ers’ data) versus submarkets defined based on the prop-
erties’ internal characteristics only, disregarding spatial
contiguity, and found that stratifying data by the former
resulted in more accurate hedonic housing price equa-
tions [17]. As the authors point out, housing submar-
kets matter and it is geography that makes them mat-
ter. For those using geographic units to segment hous-
ing markets, some use exogenously derived geographies,
like Metropolitan Statistical Areas [14] or real estate board
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Geodemographic Segmentation, Figure 6 Block groups with grayscale
values graduated by GWR coefficients for median house age as a predictor
of housing price

jurisdictions [13], while others derive segment boundaries
statistically.

Urban and Environmental Planning

Just as geodemographic segmentations help marketers tar-
get their clientele, they can also help planners target invest-
ments or policies. A recent study found that PRIZM®
lifestyle clusters could actually be used to predict differ-
ences in urban public right of way vegetation, suggesting
that PRIZM® class could be used to target future street tree
investments. Other potential applications include targeting
outreach efforts towards residential areas that are expect-
ed to produce higher levels of non-point source pollution,
targeting pedestrian improvements to districts where res-
idents are predicted to commute by foot or bike, helping
decide the type of recreational facilities to invest in for
neighborhoods based on expected preferences, and local-
ly adjusting parking requirements based on expected car
usage by neighborhood.

Future Directions

A potentially more sophisticated but rarely used approach
towards segmentation is based on the use of Geographi-
cally Weighted Regression (GWR; see » Spatial and Geo-
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graphically Weighted Regression, this volume) [18]. This
approach could be useful in marketing when there is some
factor that cannot be easily quantified (e. g. local taste, val-
ues, customs) but which mediates the relationship between
geodemographic variables (e.g. income, education) and
sales. It may also be helpful in defining spatial housing
market segments by showing where the changes occur in
the relationship between price and attributes.

GWR is a spatial regression method which tests whether
model coefficients are non-constant over space, unlike tra-
ditional regression which assumes spatial stationarity (that
is, the relationship between dependent and independent
variables is constant in space and time). In this method,
separate regressions are run centered on each observation,
with a spatial kernel determining which observations are
included in the population of each localized regression and
how they are weighted, based on a distance decay function.
An adaptive or fixed size kernel can be used to determine
the number of local points that will be included, depend-
ing on the spacing of the data. The GWR model is tested
against a stationary regression model to see if its increased
complexity is warranted relative to the increased predic-
tive power. Individual parameters can then be tested for
nonstationarity. Those that are can be analyzed by looking

at spatial patterns in the distribution of coefficient or test
statistic values, which vary continuously across the land-
scape. In other words, the visual pattern shows how the
relationship between the independent and dependent vari-
ables is spatially variable. For instance, in certain parts of
a city, the presence of parks may be positively associat-
ed with property value (where parks are well-maintained)
and in other areas it may be negatively associated (where
parks are characterized by crime). In other words, the spa-
tial variation in the coefficients may signal important omit-
ted variables. Figures 6 and 7 illustrate this approach for
a GWR predicting mean housing price by Census block
group; the color is graduated by the GWR coefficient for
median house age in Fig. 6 and tree canopy cover in Fig. 7,
holding all else equal. As these figures show, the relation-
ships between housing age and price and tree canopy and
price are in some places negative and some places positive.
Cluster analysis can then be performed on the coefficient
values to classify each observation. Because nearby obser-
vations will tend to have highly correlated coefficient val-
ues (since they are likely to have be part of the same mov-
ing-window estimation regression subset), this means also
that nearby observations are likely to be classified similar-

ly.
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This approach can also be used on any geographical unit.
Figure 8 shows the results of an analysis in which medi-
an housing value at the block group level was regressed
against a number of socio-economic and spatial predictor
variables using GWR for the Baltimore, MD metropolitan
region. The resulting coefficients were analyzed with clus-
ter analysis and, based on this, each block group was clas-
sified into one of six segments. As this map shows, indi-
vidual members of each segment are generally spatially
contiguous because of the spatial autocorrelation of GWR
coefficients.

Cross References

» Hierarchical Spatial Models
» Spatial and Geographically Weighted Regression
» Voronoi Diagram
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Synonyms

Geographic Phenomena

Definition

A geographic coverage is a representation of a phe-
nomenon or phenomena within a bounded spatiotempo-
ral region by assigning a value or a set of values to each
position within the spatiotemporal domain. This defini-
tion of geographic coverage implies that there is usually
more than one value for the each phenomenon type with-
in its spatiotemporal domain. This is in contrast to a dis-
crete geographic feature to which a single value is assigned
for each feature type. For example, a coverage represent-
ing the flow rate of a river has different flow rate values
at different positions of the river, while a discrete feature
representing river type has only one type value for the
same river. Geographic coverage standards specify schema
and frameworks for geographic coverage or coverage com-
ponents. They provide common languages in describing,
publishing, accessing, and processing geographic cover-
age data. A service is a distinct part of the functionality
that is provided by an entity through interfaces [1]. Geo-
graphic coverage services are those parts of functionality
that are used to access and process coverage data. While
in its generic definition a service can be provided through
any interface, geographic coverage services are commonly
referred to as those that have standard interfaces defined
by widely recognized standardization bodies.

Historical Background

The term coverage has been used in Geographic Informa-
tion System (GIS) software since the early 1980s to refer



356 Geographic Coverage Standards and Services

to a set of data representing the geographic phenomena in
certain spatiotemporal regions. Geographic coverage can
be conceptually modeled in many different ways. Thus,
there are many technical languages that can be used to
describe the complex coverage information and the oper-
ations that can be performed on a coverage. The lack of
common, consensus based modeling on geographic infor-
mation results in difficulties in exchanging geographic data
among different GISs and in collaborating among different
GIS software components. In 1994, the OpenGIS project
presented a vision of making different GIS processing soft-
ware systems able to communicate with each other over
the Internet by using a set of open, standard compliant
interface protocols. An attempt of formally defining geo-
graphic coverage was made in one of its draft Open Geo-
data Interoperability Specifications. In the same year, the
Open GIS Consortium Inc. (OGC), which was renamed to
the Open Geospatial Consortium in 2004, was launched.
Through multiple revisions, a more complete concept of
coverage was drawn in 1999 in the OGC’s Abstract Spec-
ification Topic 6 [2]. Since the late 1990’s, the Technical
Committee 211 (TC211) of the International Organization
for Standardization (ISO) has been working on a num-
ber of standards and technical specifications on geographic
coverage and coverage components [3], most notably, the
ISO19123 standard, “Schema for coverage geometry and
functions” [4]. This standard defines a conceptual schema
for the spatial characteristics of coverages, including the
concept of geographic coverage, its spatial domain char-
acteristic, and the relationship between the spatiotempo-
ral domain of a coverage and its attribute range. In the
meantime, service standards either for or related to cover-
age or coverage components have been developed, such as
the OGC’s “Web Coverage Service” [5], and ISO/TC211°s
“Geographic Information-Service” [6].

Scientific Fundamentals

Geographic phenomena can be observed in two forms, one
is discrete and the other is continuous. Discrete phenome-
na are usually objects that can be directly recognized due
to the existence of their geometrical boundaries with oth-
er objects, such as a road, a lake, and a building. Contin-
uous phenomena usually do not have observable bound-
aries and vary continuously over space, such as temper-
ature, air quality, and reflected solar radiation from land
surfaces. Due to such differences between discrete and
continuous phenomena, the methods of describing these
two categories of phenomena are also different. A discrete
phenomenon can be described by a curve representing its
boundary and some values representing its attributes. The
same attribute has the same value for the within the bound-

ary. For example, a field of crop can be described by its
boundary and attributes such as its area, estimated yield,
name of planted crop, and owner of the field. An attribute
value, e.g., estimated yield, is the same at any position
in the field because the field is described as one single
discrete object. The attribute value for a continuous phe-
nomenon, on the other hand, varies from one location to
another and, thus, must be recorded at each direct posi-
tion. For example, the reflected solar energy from a land
surface as shown from a satellite image changes contin-
uously across the land surface and, therefore, each pix-
el value of the satellite image represents the amount of
the reflected solar energy from the location where the
pixel locates. When information about a geographic phe-
nomenon is stored in a computer system, different data
structures are usually used for discrete and continuous
phenomena. Information of a discrete phenomenon is usu-
ally stored by recording the attribute values for the phe-
nomenon and a series of spatial coordinate values depict-
ing the spatial geometry of the phenomenon. Information
of a continuous phenomenon is usually stored by recording
a series of attribute values and a scheme describing how
the locations of each attribute value can be determined.
The primary difference between the two is that the for-
mer stores a usually limited number of values for attributes
together with typically much more spatial coordinate val-
ues for its geometry, while the latter usually stores a large
number of attribute values together with usually relative-
ly small numbers of values describing the scheme of
locating the often spatially regularly distributed positions.
The information on discrete phenomena and continuous
phenomenon are often used differently. The operations
performed on the two are also typically different. For
example, geometrical overlaying and buffering analyses
are frequently performed on the former while numerical
computing is often conducted for the latter. In many cases,
continuous data are used to derive discrete objects such as
classifying a satellite image into land cover types. Thus,
there are often differences in data structure designs, data
encoding approaches, data accessing and processing meth-
ods for these two types of geographic phenomena. Tradi-
tionally, data structure for discrete phenomena is referred
to as a vector data type, while that for continuous phe-
nomena is referred to as a raster data type. However, the
raster data structure is not sufficient to characterize the spa-
tiotemporal domain of continuous geographic phenomena,
classify different subtypes of the spatiotemporal domain,
depict the relationship between the spatiotemporal domain
and the attribute value range, and define appropriate oper-
ations that can be performed on coverage data. The term
coverage, as herein defined, is intended to provide a con-
cept that can comprehensively describe the continuous
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geographic phenomena and facilitate the design of stan-
dard interfaces for services on data recording of this kind
of phenomena.

The standards on geographic coverage define conceptual
schema for coverage and analyze coverage types and com-
ponents. For example, the ISO19123 standard defines fun-
damental characteristics of coverage, including spatiotem-
poral domain, attribute range, major coverage types, and
operations on coverages. These standards provide a com-
mon technology language and guide the development of
interoperable services on coverage data. A number of ser-
vices have been available involving geographic coverage
standards, most notably the OGC Web Coverage Service
(WCS). The WCS is designed to provide users of geospa-
tial data an interoperable way to obtain coverage data
across the Internet. Users can utilize any interoperable
client to request from WCS servers of coverage data in
interested spatial and temporal extent, with user-specified
spatial coordinate reference system and spatial and tem-
poral resolutions, and in a user-defined data encoding for-
mat. In contrast to the WCS’ ability of providing coverage
data, the OGC Web Map Service (WMS) allows clients to
obtain coverage data as a map to be viewed or overlaid
with other geospatial maps, including both coverage and
feature maps. Special purpose service standards and ser-
vices such as image classification service, image exploita-
tion services, and coverage processing services have either
been developed or are currently under development. These
can provide more specialized coverage data processing
capabilities for different scientific and application commu-
nities. Users of such services frequently need more spe-
cialized knowledge in their respective areas. For exam-
ple, the OGC Web Image Classification (WICS) provides
interoperable ways for users to perform classification of
images, but it requires that a user understand which classi-
fier and/or classification scheme is more suitable for his or
her specific purpose.

Key Applications

The concept of geographic coverage and the coverage stan-
dards and services are mainly used in geospatial infor-
mation technology, especially in observing, collecting,
processing, archiving, cataloging, and publishing of geo-
graphical data for providers, and in searching, discover-
ing, accessing, and acquiring of geospatial data and infor-
mation for consumers. Primarily because most data and
information available are either directly or indirectly relat-
ed with spatiotemporal dimensions, geographic coverage,
coverage standards and services find their applications in
many science and application domains, such as atmospher-
ic sciences, environmental sciences, forestry, geography,

oceanography, decision making, emergency response, and
regional panning. Examples of some specific applications
are listed bellow.

Software Industry

With the internet has become an indispensable element of
scientific research, in applications as well as in daily life,
people increasingly demand that more and more informa-
tion, including geographic coverage information, be freely
exchanged in the Web. Software interoperability is the key
for such information exchange. Coverage standards and
services play important roles in the development of inter-
operable software associated with the use or processing
of geographic information, such as GISs. Vendors of such
software can benefit from following well recognized con-
cepts and standard interface protocols in their designs.

Knowledge Discovery and Data Mining

Knowledge discovery and data mining (KDD) involves
identifying novel patterns or models in often a large
amount of data. KDD is usually conducted in individual
data holdings such as a principal investigator’s database.
Web technology makes it possible to perform KDD across
the entire web as long as data and service providers
share common interfaces for accessing the data and ser-
vices. Coverage standards and services provide essential
enabling foundations for such perspectives.

Regional Management

Many geospatial data involved in regional management
are historically viewed as relatively static, i.e., not vary-
ing constantly with time, and are described by discrete
features, for example, transportation routes used in traf-
fic management and stream network lines used in pub-
lic safety management. Many attributes associated to such
seemingly static phenomena are actually quite dynamic if
examined from an individual position within the phenom-
ena, such as the traffic flow along a transportation route
and the water depth along a river. With the advances of
observing capabilities such as real-time imaging, high res-
olution data at individual positions can be collected and
processed. Coverage standards and interoperable coverage
services can promote the share and use of data with more
dynamic attributes and help regional management.

Government Policy

Geographic coverage standards and services assist in the
process of making government policies regarding intra-
agency collaboration and information distribution and
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sharing, for example, assessing the benefits of restruc-
turing a local information system into conformance with
a federal information system, and evaluating privacy pro-
tection for citizens in designing geospatial databases.

Citizen’s Everyday Life

Citizens can benefit from geographic coverage standards
and services in their daily life, such as virtual reality land-
scapes from earth observing data, digital museums and gal-
leries, and education and training. In the aforementioned
traffic line versus traffic flow example, a citizen is able to
find the shortest route from one location to another when
the road is viewed as a discrete feature. She is also able
to find the shortest time needed to drive between the two
locations when traffic flow rate is represented as a cover-
age having data at each and every point along the road and
when the coverage is constantly accessible to her through
standard compliant services.

Future Directions

Standardization of technology language and service inter-
face protocols related to geographic coverage is still in its
early stage and the effort is an ongoing one. Most current
coverage services are not in operational use. Many fac-
tors are related to the degree of maturity of standardiza-
tion and interoperable services, such as status of adopting
and implementing specifications, server and client devel-
opment speed, cross-community communication, easiness
in adapting to existing service interfaces of data distribu-
tion systems, and government policies. Future directions
shall include: stabilization of current implementation spec-
ifications, additional coverage processing specifications,
promotion of coverage standards and interoperable ser-
vices among major geospatial data providers, communi-
cations to more science and application communities who
are employing the use of geographic data, and government
enforcing policies.
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Synonyms

Dynamics; Process; Evolution, landscape; Maps, animat-
ed; Map, centrographic timeseries; Map, bi-plot; Trend-
surface analysis; Time-series correlation graph; Geovista;
Agent-based models; Evolutionary algorithms; Mutation

Definition

Generally speaking, dynamics is the work of forces (or
energy) that produces movement and change in a sys-
tem and manifests interrelationships among the elements
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of space, time, and forces. Geographic dynamics centers
upon such interrelationships near the surface of the Earth
and often across physical, biological, and human domains.
While the term, geographic dynamics is less popular than
terms like atmospheric dynamics and geological dynam-
ics, the concept of geographic dynamics is deeply rooted
in a broad range of geographic studies. Time, like space, is
fundamental to time geography, historical geography, cul-
tural geography, environmental geography, biogeography,
geomorphology, climatology, hydrology, and many oth-
er fields of geography. Spatiotemporal interrelationships
among forms, patterns, and processes are central to geo-
graphic understanding of physical, biological, and human
environments.

Geographic dynamics is multiscalar, multidimensional,
and complex. From local and regional to global scales,
geographic dynamics is displayed in human activities,
urban sprawl, land use and land cover change, transforma-
tion of cultural, biological, and physical landscapes, and
environmental changes in human dimensions. Geograph-
ic processes responsible for these changes are afforded by
physical forcing, ecological forcing, anthropogenic forc-
ing, or a combination thereof. Complexity of geograph-
ic dynamics emerges when geographic processes interact
and drive composite changes that must be explained by all
involved processes as a whole. These geographic processes
may operate at multiple spatiotemporal scales and across
multiple thematic domains. Visualization techniques are
critical to inspect the multiscalar, multidimensional, and
complex nature of geographic dynamics and in seeking
forms and patterns embedded in observations and mea-
surements. The forms and patterns serve as the basis on
which to build hypotheses and computational models of
geographic dynamics.

Historical Background

Field observations and mapping have been the primary
means of studying geographic dynamics, and advances in
computing technologies have greatly enhanced visualiza-
tion and modeling capabilities in the study of geographic
dynamics.

As early as 1884, geomorphologist, William Morris Davis
developed the Davisian model of fluvial landscape evolu-
tion with concepts of dynamic systems used to posit the
cyclical nature of erosion in landform development. Visu-
alization was limited to sketches, diagraphs, and graph-
ics to illustrate concepts and stages of landform devel-
opment. Research interest in the temporal dimension was
later incorporated into human and cultural geography. In
the early 1950s, cultural geographer, Carl O. Sauer studied
agricultural origins and dispersals with emphases on the

interactions between physical and cultural environments
and historical discourses of the interactions. Sauer’s school
of cultural-historical geography stressed the importance
of maps to record, illustrate, and synthesize geographic
patterns and explore geographic processes. Analysis of
geographic dynamics in these early geographic studies is
mostly qualitative and descriptive.

Besides geography, many Earth science disciplines also
embrace the concepts of dynamics in their studies. Geol-
ogists, meteorologists, hydrologists, and biologists, for
example, all have long histories of investigating how forces
interact and result in motion and change in their respec-
tive domains of interest. Earth System Science, particu-
larly, emphasizes dynamics across scales and subsystems
of the Earth (e. g., the geographic system). The past and
future possible behavior of the Earth system depends upon
positive and negative feedbacks among these processes
and human activities. Computer models have been wide-
ly developed to address the dynamics in and across the
Earth’s subsystem and in the Earth system as a whole.
For example, there are atmospheric general climate mod-
els and ocean general climate models to address climate
behavior with emphases on the effects of the atmospheric
and oceanic dynamics, respectively. As early as the 1960s,
attempts began to couple atmosphere—ocean general cli-
mate models to improve predictions of climate change.

In the late 1980s, global impacts of human activities were
confirmed through the study of ozone depletion and chlo-
rofluorocarbon (CFC) compounds used in industrial and
commercial applications. Increased ultraviolet (UV) expo-
sure results in increases in skin cancer and cataracts in
human populations. Research into the interrelationships
of human—environmental interactions relies heavily upon
visualization and modeling. NASA satellite data from the
Total Ozone Mapping Spectrometer (TOMS) show tempo-
ral sequences of the ozone hole as a dynamic regional phe-
nomenon in the Antarctic, yet the regional phenomenon
has shown long-term global impacts on ecosystems, such
as areduction in yield and an alteration in species competi-
tion. Empirical and statistical models have been developed
to address various ozone impacts.

Visualization and modeling of geographic dynamics is fur-
ther leveraged by significant advances in remote sensing
and survey technologies along with the astonishing growth
of internet and computing technologies in the mid 1990s.
The study of geographic dynamics has been transformed
from a data-poor to a data-rich environment. New visu-
alization methods are being developed to filter massive
amounts of data for pattern detection, and new computa-
tional models are being proposed to simulate and predict
geographic dynamics. The synergy built upon visualiza-
tion and computation expands into new modes of scientific
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practices centering upon data mining (DM) and knowledge
discovery in databases (KDD).

Scientific Fundamentals

Visualization and modeling of geographic dynamics
is a powerful combination for acheiving insights into
geographic understanding. By generating an animated
sequence of maps of urban growth in the Detroit region, for
example, Tobler [1] invoked “the first law of geography:
everything is related to everything else, but near things are
more related than distant things.”

Animated cartography has been the dominant technique
for visualizing geographic dynamics since late 1950s. By
animating maps (or images) in a time sequence, how a phe-
nomenon changes over space and time becomes visual-
ly evident. There is no shortage of eye-catching animated
maps for visualizing climate change, hurricane tracking,
population dispersion, land use and land cover change, and
many other geographic dynamics. Over the last 30 years,
cartographers have been investigating methodological and
cognitive issues to promote effective graphical communi-
cations about change and facilitate an understanding of
processes. [2] summarizes six major research areas in ani-
mated mapping: (1) methods for animating time-series
data, (2) methods for animating across attributes of data,
(3) methods for representing uncertainty and data quali-
ty in animated maps, (4) designing effective temporal leg-
ends and controls, (5) identifying the visual variables of
animation, and (6) methods for temporal interpolation and
smoothing of sparse datasets.

Compared to static maps, animated maps provide addi-
tional opportunities for and challenges to communicat-
ing multidimensional spatiotemporal information. Besides
the eight conventional visual variables in static mapping,
three dynamic variables (scene duration, rate of change
between scenes, and scene order) can be used in the design
of map animation to emphasize location, change, and
attributes of the geographic phenomenon of interest [3].
The effectiveness of methods and designs for map ani-
mation is evaluated by cognitive studies through experi-
ments, interviews, and surveys. Slocum [4] argues strongly
that cartographic methods must be iteratively tested within
a theoretical cognitive framework and engineering princi-
ples.

The design of animated maps should include particular
attention to the notion of cognitive friendliness because
information load and complexity is much higher in animat-
ed maps than in static maps. Ignorance of the effects of the
added temporal dimension can induce biases in communi-
cation. Based on the theory of human information process-
ing, the human eye-brain system does not instantaneously

process patterns from short-term to long-term memories.
Therefore, information perceived later in a cartographic
sequence in our short-term memory may mask previous-
ly viewed patterns that have already entered our long-term
memory. Monmonier [5] suggested four animation supple-
ments to bridge the perceptual biases in animated cartogra-
phy: (1) the centrographic time-series map; (2) the biplot,
a joint, two-dimensional representation of time units and
places based upon two principal components; (3) canonical
trend—surface analysis; and (4) the time-series correlation
graph.

Beyond animated maps, geovisualization has emerged as
a discipline that connects cartographic principles, mul-
tivariate statistics, database systems, data mining, and
knowledge discovery. Immersive, interactive, and multi-
modal software packages have been developed to explore
and present dynamic spatiotemporal data. GeoVista is one
successful example [6] that provides a suite of toolbox-
es for spatial data visualization and analysis. The study of
geographic dynamics is thriving with the recent surge of
integrated visualization—computation approaches. Tobler’s
urban growth simulation research demonstrated the pow-
er of combining visualization and modeling techniques.
Higerstrand’s Time Geography in the 1970s has been reju-
venated with a growing interest in visualization and geo-
computation of human activities [7]. In addition to sta-
tistical and mathematical models that describe the behav-
ior or transitions of a system in arithmetic, differential,
logistic, or other mathematical terms (such as stochas-
tic models, Markov chains, and Monte Carlo simula-
tion), new approaches to spatiotemporal modeling address
a wide range of geographic dynamics that account for
local effects, interactions, and complexity in space and
time. Examples of popular computational models include
distributed modeling, cellular automata(CA), agent-based
modeling (ABM), and evolutionary (or geneitc) algo-
rithms.

These geocomputational models present a new school of
empirical modeling in geography. Geocomputational mod-
els provide opportunities for thought experiments to shape
ideas and build hypotheses. Distinguished from statistical
or mathematical models, geocomputational models con-
sider behavior at the individual level and examine emer-
gent properties at aggregation. Common to all geocompu-
tational models is spatial discretization. Distributed hydro-
logical modeling, for example, starts with the determina-
tion of water flow properties and surface conditions (e. g.,
amount, flow direction, infiltration, roughness, etc.) at dis-
crete locations. Hydrological patterns (e.g., stream net-
works) and dynamics (e. g., stream discharge) are aggre-
gated properties of hydrology at these discrete locations.
Nevertheless, spatial discretization can go beyond the cell-
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based approach to allow flexibility in spatial positioning
and movement [&].

Geocomputational approaches handle individuality from
different perspectives. In addition to distributed model-
ing, CA and spatial ABM have been broadly applied to
urban, ecological, and epidemiological applications. CA
emphasize transitional rules for cells to change from one
state (e. g., rural area) to another (e. g., urban area) to drive
changes in spatial patterns over time (e. g., urban growth).
Neighbor effects are often incorporated into the devel-
opment of transitional rules, such that a cell is likely to
become an urban cell when all its neighboring cells have
changed to urban cells, and collectively the transition of
cells from rural to urban states simulates urban growth.
Spatial ABM, in contrast, is built upon cognitive mobile
decision-making agents that interact with each other and
the environment. The collective behavior of these indi-
vidual agents results in large-scale patterns in space and
time [9].

Nevertheless, CA and spatial ABM are complementary
bottom-up approaches to revealing geographic dynamics at
multiple scales. CA simulate environmental conditions and
how the conditions may change over space and time. Spa-
tial ABM mimics the spatial behavior of individuals. CA
and spatial ABM together can express geographic dynam-
ics as an interactive system of agents and environments and
allows for spatial exploration of dynamics in the context of
human—environment interactions [10].

Evolutionary (or genetic) algorithms can add “intelli-
gence” to ABM to allow for adaptability and learning. Spa-
tial evolutionary modeling builds upon Darwinian princi-
ples of evolution. Each individual agent possesses a genet-
ic make-up that determines its interactions and respons-
es to the environment and environmental change. In addi-
tion, every individual is assigned an objective function and
a fitness value as a measurement of the individual’s reach
to objectives. Evolutionary principles, such as selection,
mutation, cross-over, learning, and adaptation are incor-
porated into the constituents and make-ups of individu-
al agents. The added intelligence enables agents to cope
with the environment by changing their behavior as well
as to account for multicriteria evaluation of the problems
they face. Furthermore, evolutionary algorithms allow for
changes in agent composition and population: those who
cannot adapt themselves to the environment may decease,
while there will be births of new generation of agents
from cross-over and mutations. These evolutionary func-
tions bring a higher level of complexity into geographic
dynamic modeling by extending dynamics from the indi-
viduals in ABM to the communities by considering evolu-
tionary processes. With incorporation of dynamic proper-
ties into both agents and the environment, the combination

of CA, ABM, and evolutionary algorithms offers an enor-
mous potential to integrate object—field approaches into the
investigation of human—environment interactions.

Key Applications

The world is dynamic, and geographic dynamics is central
to understanding the biophysical environment, the human
environment, and their interactions. No geographic knowl-
edge is complete without a full comprehension of the spa-
tial processes responsible for forms, patterns, relationships
and the pathways by which these processes shape the land-
scape over time. Hence, visualization and modeling of geo-
graphic dynamics have a wide range of applications across
biophysical and human domains.

Weather and Climate

Visualization and modeling of atmospheric conditions over
space and time is central to weather forecasting and
climate prediction. Unidata (http://www.unidata.ucar.edu)
has been developing and maintaining impressive suites
of tools for display and analysis of weather and climate
data. Space—time algorithms using visualization means
have been developed to evaluate the spatiotemporal behav-
ior of mesoscale rainstorms and assessment similarity in
rainstorm development in space and time [11].

Land Use and Land Cover Change
and Urban Development

CA and ABM techniques have been broadly used to sim-
ulate land use and land cover change (LULC) and urban
development [12]. Scenarios generated by simulations are
instrumental in exploring urban growth and LULC possi-
bilities and drawing insights into potential drivers for plan-
ning considerations.

Human Activities, Movement, and Interactions

Underpinned by theoretical frameworks from time geog-
raphy, modeling human activities, movement, and interac-
tion has been carried out by eliciting and analyzing trav-
el patterns, employment choices, and many other human
activities with space and time constraints. Visualization is
used to track individual movements through space-time
paths and to evaluate the individual’s accessibility to loca-
tions through space—time prisms [13]. Most existing stud-
ies are limited to urban environments. Progress in this
research area holds great promises for applications in pub-
lic safety, emergency preparedness, social program devel-
opment, and a wider range of urban planning and policy
making.
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Spread of Species, Wildfire, Diseases, or Pollutants

Visualization and modeling of biological and physical pro-
cesses expand upon the underlying principles that guide
the process development. Different species, for exam-
ple, have distinctive patterns of movement and migration.
Some species are solitary, but others operate in herds.
Likewise, wildfires behave differently in grasslands or in
forests. The spread of disease and dispersion of pollutants
are both constrained by environmental conditions and the
nature of the dispersion agents. CA and ABM are common
methods to simulate biological or physical spreads with
proper rules to capture their distinctive spatial process pat-
terns [14]. Furthermore, modeling of wildfire spread and
pollutant dispersion must incorporate the underlying phys-
ical mechanisms (e. g., thermal dynamics and atmospheric
dynamics) according to scientific understanding.

Future Directions

Geographic dynamics is ubiquitous and essential to
advance our understanding of the world. Visualization and
modeling are technologies that enable such advancement.
As spatiotemporal data acquisition grows exponentially
at a rapid pace, powerful and robust visualization and
modeling tools are urgently needed to decipher forms,
patterns, and relationships embedded in spatiotemporal
data to understand geographic dynamics. CA, ABM, and
spatial evolutionary algorithms (SEAs), numerical mod-
eling techniques developed for specific domains (such as
groundwater flows) have successfully demonstrated capa-
bilities to model geographic dynamics. However, the mas-
sive amount of ever-growing spatiotemporal data chal-
lenges both the computation and visualization powers of
these tools. High-performance computing (HPC) has been
a major driver to enable numerical modeling of atmospher-
ic and fluvial dynamics but is still at the experimental stage
for CA, ABM, and SEA. HPC is one important future
direction to the research on visualization and modeling of
geographic dynamics [15]. Other important research topics
include the development of visual analytical and method-
ological frameworks for geographic dynamics across mul-
tiple scales and multiple domains.
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Synonyms

Spatial data mining; Geographic data mining; Explorato-
ry spatial analysis; Pattern recognition in spatial data;
Hypothesis validation in spatial data

Definition

Geographic knowledge discovery (GKD) is the human-
centered process of using computational methods and
visualization to explore massive geo-referenced digital
databases for novel and useful geographic knowledge.
GKD is an extension of the more commonly known pro-
cess of knowledge discovery from databases (KDD), with
“data mining” being a central activity of this process.

Main Text

Geographic information science exists in an increasingly
data-rich environment facilitated by the development of
high spatial and temporal resolution environmental mon-
itoring devices, location-aware technologies, information
infrastructure for data sharing and interoperability, as well
as reductions in data storage costs. Traditional spatial
analytical methods were developed when data collection
was expensive and computational power was weak. The
increasing volume and diverse nature of digital geograph-
ic data easily overwhelm techniques that are designed to
tease information from small, scientifically sampled and
homogeneous datasets. They are also confirmatory and
require the researcher to have a priori hypotheses, meaning
that they cannot discover unexpected or surprising infor-
mation.

Geographic knowledge discovery (GKD) attempts to lever-
age the continuing exponential growth in computing pow-
er to find novel and useful geographic knowledge hidden
in the unprecedented amount and scope of digital geo-
referenced data being collected, archived and shared by
researchers, public agencies and the private sector. This
is a human-centered process that involves activities such

as developing background knowledge as a guide, select-
ing, cleaning and reducing the data to make it usable, data
mining through the application of efficient, scalable tech-
niques for extracting patterns, interpreting these patterns
and constructing knowledge. These stages are not neces-
sarily sequential and are often applied in an iterative man-
ner.
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Synonyms

GML,; Format; Open source; Interoperability; Extensibil-
ity; Exchange format; OGC; ISO; Resource description
framework (RDF); Properties, simple; Properties, geomet-
ric; Reference system, temporal; Reference system, spa-
tial; Features; Schema

Definition

Geography Markup Language (GML) is an open-source
encoding based on the eXtensible Markup Language
(XML), and suitable for the representation of geographical
objects. Organized as a hierarchy of features, collections,
and geometries, among other structures, GML objects are
modeled after real-world entities characterized by proper-
ties and state. In addition, GML has been defined as an
information exchange and storage format with which dis-
parate systems can share common geographic data. GML
schemas establish a standard blueprint of how geographic

objects can be defined by one system and understood by
others in a vendor-independent manner.

Historical Background

Advances in geospatial applications have promoted the
creation of technologies more suitable to handle geograph-
ic data. As one of those technologies, GML was developed
and released by the Open Geospatial Consortium (OGC),
an international entity formed by various public and private
organizations. The OGC adopted XML as defined by the
World Wide Web Consortium (W3C) as its foundation for
the development of GML. By obtaining acceptance from
industry, government, and academia, the GML specifica-
tion has been incorporated as a document of the Interna-
tional Organization for Standardization (ISO).

The development of GML 1.0 began in 1999. In its
first version, it used the Resource Description Frame-
work (RDF) metadata model to make statements about
resources. Known as triples, RDF statements combine the
concepts of subject, predicate, and object to describe a par-
ticular object and its characteristics. GML 1.0 defines Sim-
ple Properties such as strings, numbers, and Boolean val-
ues, and Geometric Properties such as points and lines.
GML 1.0 was a major initiative in the geospatial domain,
but more importantly, it served as a stepping stone towards
the development of a more robust language.

Under GML 2.0, released in 2001, the OGC introduced
GML Schemas as a more flexible approach for describ-
ing and validating geographic objects. While the lan-
guage itself was enhanced with more sophisticated struc-
tures, the OGC maintained its goal of easy interoperabil-
ity and extensibility. Three base schemas, namely Geom-
etry, Feature, and XLink, were released with the goal of
supporting geospatial applications for specific domains.
In addition, it provided a framework for better utiliza-
tion of linked features in distributed data sets. GML 2.0
addresses mostly two-dimensional simple features, and
introduced better support for namespaces to distinguish
among features and properties defined in different appli-
cation domains.

With the advent of GML 3.0 in 2003, the OGC has made
significant additions to the number and capabilities of its
schemas. As real-world phenomena is not just limited to
the one and two-dimensional spaces, the support for fea-
tures with complex, non-linear, 3D geometry has been
added to the language. Other enhancements include the
support of 2D topology and the definition of coverages
as subtypes of features. For applications in which histori-
cal data and localized timestamps are important, GML 3.0
provides temporal references systems. Units of measure-
ment and default styles for visualization have also been
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Structure [3]

<gml:location>
<gml:Point gml:id="xyl"><element ref=
<gml:pos>-21.4 122.993</gml:pos>
<gml:LocationString>City of Reston<
</gml:Point>
</gml:location>

"gml :boundedBy"/>

/gml:LocationString>

Geography Markup Language (GML), Example 1  Simple GML Features

defined in this specification. As of this writing, version 3
is the current release.

Scientific Fundamentals

System designers can extend the GML base schemas to
create an Application Schema suitable to their specific
application domains. While many schemas comprise the
GML Specification, a single application normally would
only implement a subset of them. For example, Feature
is one of the main components of GML, and therefore
most applications import the feature.xsd schema. The sys-
tem designer, however, need only import the fopology.xsd
schema if the features in question store topological charac-
teristics. Under GML 3, components are defined according
to the Class Hierarchy of Fig. 1 [3]:

The hierarchical structure of Fig. 1 illustrates the parent-
child relationship that binds GML components. Each class
represents one or more aspects of a real-world entity, help-
ing describe its features, geometric characteristics, loca-
tion, time of existence, spatial reference system, and many
other qualities. Within the various application schemas,
Designers may use components “as is”” or they may choose
to restrict or extend the GML base types to tailor the lan-

guage to their own needs. “gml:_Object” is the abstract
class that represents a GML data set or document. Two
important components of the GML Specification are the
Feature and Feature Collection elements, represented in
the diagram by the GML:_Feature class. A feature (or
a collection of features) can be a road, a river, a building or
any geographic entity that needs representation. Features
may have several properties defined, such as gml:location,
gml:boundedBy, and gml:LocationString, as in the code
fragment (Example 1):

The gml:Geometry abstract class defines objects that can
be represented as points, curves, and polygons. The mid-
dle of a region may be described as a point having
a centerOf property set to a given value. An element
may be identified by its id, a name, and a description.
It may be associated with a spatial reference system
(attribute “gmi:SRSReferenceGroup”). Some of the geom-
etry types currently supported are gml:Point, gml:Curve,
gml:LineString, gml:_Surface, gml:Polygon, gml:_Ring,
gml:Circle, and gml:LinearRing. Geometries are often
qualified with the Coordinate Reference System to which
they belong. In Example 2, the gml:coordinates element
describes a point in the WGN84 coordinate system having
x=22.21 and y =31.99. The point itself may represent an
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<gml:Point gml:id="gr065" srsName="urn:ogc:def:crs:WGN84">
<gml:coordinates>22.21, 31.99</gml:coordinates>

</gml:Point>

Geography Markup Language (GML), Example 2 Coordinate Reference Systems

<gml:TimePeriod gml:id="period01">
<gml:begin>

<gml:TimeInstant gml:id="instant01">
<gml:timePosition>2006-12-04</gml:timePosition>

</gml:TimeInstant>
</gml:TimePeriod>

Geography Markup Language (GML), Example 3 GML Time Elements

<gml:FeatureStyle featureType="exp:Town">

<gml:GeometryStyle>

<gml:style>fill:yellow</gml:style>

</gml:GeometryStyle>
</gml:FeatureStyle>

Geography Markup Language (GML), Example 4  Styling Components

island in the ocean, a building in the city or just a point on
the ground.

Temporal properties are some of the most recent addi-
tions to the GML 3 Specification. Features may be asso-
ciated to time elements with the use of such properties as
gml:timePosition, gml:timePeriod, and timelnstant (Exam-
ple 3).

To describe an event, an action that occurs over a peri-
od of time, GML provides the abstract 7TimeSlice element.
According to the GML Specification, a time slice describes
a process-oriented event, such as object changes over time,
whereas a timestamp relates to a specific snapshot of the
object. The gml:MovingObjectStatus element is able to
capture the conditions that a moving object experiences
over an elapsed period. The history and track elements
may also be used to observe the lifecycle of an object. The
components described above do not represent an exhaus-
tive list of time-specific components.

GML makes a strict separation between data and presenta-
tion. None of the GML constructs have a native capability
of presenting data according to a styling method. For this
reason, a default styling mechanism can be used in con-
junction with a GML data set to provide proper styling.
The term ‘“default” specifies that the styling mechanism
that comes with a data set may be used or ignored altogeth-
er. The Feature class defines certain components useful in

the visualization process, such as GraphStyle, LabelStyle,
GeometryStyle, and TopologyStyle objects as exemplified
in Example 4:

Querying is one of the most important functions in infor-
mation retrieval. A GML query language must be flexi-
ble enough to support querying and retrieving both spatial
and non-spatial data. There have been some attempts at the
creation of query languages for GML data. However, most
are native to XML, and not necessarily designed for GML.
Some examples are XML Query Language (XQL), XML-
QL, Quilt, XQuery, and Lorel [2]. XQuery [I], a W3C
standard, has been one of the most popular approaches
for XML querying, and for GML querying by associa-
tion [4]. Querying on GML data can be made more effi-
cient when the querying language is able to handle spa-
tial constructs. For example, regions defined by a Min-
imum Bounding Rectangles (MBR) can be manipulated
more efficiently with overlaps, contains, intersects, and
other spatial operators. Similarly, spatial joins are a power-
ful way of aggregating and linking spatial features that are
common in GML data sets.

Key Applications

GML has found its way in many fields of application
including, but not limited to, Planning and Resource Man-
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agement, Mapping and Cartography on Mobile Devices,
Real-Time Emergency Response Services, and Image Pro-
cessing in Data Streams.

Planning and Resource Management

GML is becoming the de facto standard for the represen-
tation, exchange, and storage of geographic data. Local,
state, and federal government agencies have increasing-
ly adopted the use of GML for real estate zoning, area
mapping and planning, insurance determination, vegeta-
tion monitoring, and coastal erosion. For example, GML
applications can be constructed to map and visualize dif-
ferent views of the city, specific sections prone to flood-
ing, sources of pollution, and historical time slices of water
bodies. Even though spatial data can be voluminous, GML
allows users to work with a small subset of the total data
that more closely relates to their interest.

Mapping and Cartography on Mobile Devices

Advances in wireless networks have contributed to the
widespread use of mobile devices for both business and
personal purposes. GML has the potential to fill the gap
for mapping applications in PDAs and cell phones where
location-based services use the constant exchange of data
from GPS systems to synchronize moving objects with
remote servers and perform nearest-neighbor searches.

Real-Time Emergency Response Services

GML is modularized in such a way that the entire data set
or just a small subset can be analyzed at a time. By man-
aging Minimum Bounding Rectangles (MBR), users can
search and view only the information that pertains to them.
For example, highways in the North part of the city can
be monitored for unusual activity where fog is prominent
during certain hours of the morning. By gathering relevant
information and filtering out unimportant features, emer-
gency personnel can focus their attention on a smaller area
and respond as needed on a near real-time basis.

Image Processing in Data Streams

GML is designed to support streaming data flows. As
such, it provides robust facilities that can handle incoming
information from various remote sources. This is especial-
ly helpful in dynamic environments where changes occur
frequently. Applications for satellite imagery and remote
sensing are typical examples. Weather data, for instance,
are commonly generated from satellite feeds with large
volumes of information in short time intervals. Meteoro-
logical agencies rely on the frequent and correct process-
ing of this information for fast and accurate forecasts.

RSS News Feeds

In the recent past, GML has been proposed as a data deliv-
ery medium to be used in conjunction with RSS news
feeds. The idea has seen considerable attention as the RSS
format is boosted by the popularity of blogs and internet
news sites. GML geometries along with other components
such as temporal constructs may be leveraged to make
application data more relevant in specific contexts. Politi-
cal sites, for example, may want to describe the president’s
trip according to visited locations, spatial characteristics of
the areas in question, and other annotations that support the
evolving story. While an official schema has not been pub-
lished as of this writing, this area of application promises
to make geospatial data more readily available not only to
members of the geospatial community, but also to casual
readers of internet news.

Future Directions

Even though GML has gained increased acceptance, there
is still much work that can be done to improve its use-
fulness and efficiency. GML may benefit from a query
language that supports spatial queries such as overlaps,
intersections, ranges, and nearest neighbors. The objects
represented in GML are often more complex than those
typically encoded in XML, since geographic objects have
both spatial and non-spatial attributes. The data mod-
el for a GML query language has to reflect this com-
plexity. Therefore, current XML query languages must
be extended to support the rich array of elements that
GML makes available. GML data needs indexing just
as much as other spatial data sources. Because it is
encoded in semi-structured XML, GML data must be
parsed out with tools such as SAX (Simple API for
XML) or DOM (Document Object Model). The extract-
ed data in turn can be indexed using one of several
approaches such as R Trees or Quad Trees. The exact
approach most suitable for GML needs further evalua-
tion. Integrating GML with mobile devices is a promis-
ing direction. Mobile environments are inherently chal-
lenging due to their constrained nature. Adapting GML
for low-bandwidth networks and limited-storage devices
will help bring those devices inline with other distribut-
ed data sources that hold important geospatial informa-
tion.

Cross References

» Data Models in Commercial GIS Systems

» Geospatial Semantic Web

» Indexing, Hilbert R-tree, Spatial Indexing, Multimedia
Indexing
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Definition

Advances in small, low-cost microelectronic and mechani-
cal systems (MEMS) with limited on-board processing and
wireless communication capabilities, and the development
of novel sensor materials enables us to build a new gen-
eration of technology that consists of large collections of
untethered, small-form, battery-powered computing nodes
with various sensing functions. These sensor nodes can
be densely distributed over a geographic region, and are
able to measure environmental processes, such as weather
development, seismic activity, or track the movements of
toxic fumes at a level of detail that was not possible before.
The continued trend towards miniaturization and inexpen-
siveness of sensor nodes makes it possible that such sensor
nodes are less than a cubic millimeter in size, and sensor
networks can be made up of thousands or even millions of
Sensors.

Geosensor networks (GSN) are a specialized application of
sensor network technology to monitor, observe and track
environmental phenomena and processes [11]. Geosen-
sor networks are deployed in geographic space to monitor
environmental phenomena at a high spatio-temporal scale
and resolution, and the data is available in near real-time.
For example, a sensor network was deployed on Great
Duck Island in Maine to observe the nesting behavior of
an endangered species of storm petrels [1]. Another sensor
network consisting of 60 motes was deployed to monitor
the microclimate around a single Redwood tree over a peri-
od of several months [2].

Historical Background

From telescopes to microscopes, humans have developed
instruments to monitor and observe the world in ways that
are not obvious to the human eye and senses. Many tech-
nological innovations have been made over the past cen-
tury to sense information within the environment. Some
of the most impressive and powerful instruments are, e. g.,
remote sensing satellites deployed in space. Such instru-
ments enable scientists to monitor processes on the earth
at a global scale. With local weather stations, rainfall sam-
ples and/or wind direction and speed can be measured.
Recording such information allows the analysis of long-
term trends in climate development on an entire continent.
Today, it is characteristic that sensors are stationary, expen-
sive and thus, sparsely distributed over a large geographic
area. Data is logged and stored locally, and often retrieved
in batch mode manually or via satellite link. Thus, dynamic
complex processes at a small and local scale are more diffi-
cult to observe due to the scale of the existing instruments.
During the mid-1990s, the miniaturization of computing
devices and the development of novel sensor materials and

microsensors lead to the technology of wireless sensor
networks. Sensor networks consist of a large number of
small computing devices with attached sensor boards, and
equipped with batteries and wireless communication. They
can be deployed in a local environment in an untethered
way, and sense the environment at temporally and spatial-
ly high-resolution in real-time.

Sensor networks, however, have the following constraints
that pose novel challenges from a system and application
developmental standpoint:

Power consumption Sensor nodes are limited with
regard to their battery supply, and energy conservation
is a major system design principle.

Low-range communication The bandwidth and range of
wireless communication is limited. Since communica-
tion is a much higher drain on the energy consumption
than on-board processing, optimizing communication
within the sensor network is a major system design
consideration.

Limited computing and storage capabilities Sensor
nodes have, at least for the foreseeable future, lim-
ited on-board computational, volatile, and persistent
storage capabilities. Thus, on-board data processing
using available memory and CPU is also limited.

Self-organization Due to the large number of sensor
nodes, the failure rates of nodes, and the often unat-
tended deployment, task management and handling in
sensor networks is decentralized and self-organizing.
Thus, some level of local autonomy must be provided
for the devices.

Scientific Fundamentals

The deployment of sensor networks provides outstanding
ability to monitor discrete and continuous phenomena in
physical space.

Over the last years, much research has focused on the
design of platforms, programming languages for such con-
strained environments (e.g., nesC), robust, energy-effi-
cient communication protocols [3], and the development
of sensor materials and sensor devices. A major task of
sensor networks, however, is their data collection and pro-
cessing instrumentation. Albeit their powerful and novel
capabilities to observe the physical world, today program-
ming sensor networks is cumbersome due to the failure-
prone nature of nodes and communication links, and the
vast parallel computational nature of such systems.

A user, often a domain scientist, needs to define the
necessary tasks in a user-friendly way, and delegate the
optimization and ultimately self-adaptive execution to the
run-time environment without having to worry about the
details. From a database perspective, a sensor network can
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be viewed as a distributed database system (DBS) with
sensor nodes that run lightweight versions of the DBMS
themselves. The DBMS supports a single sensor table and
the attributes match the attached sensors such as tempera-
ture, humidity, location, etc. The query syntax is similar to
SQL-style queries and is extended with sampling epochs
for continuous queries. Thus, a user can interact with the
sensor network as a virtual single sensor, and send declar-
ative queries to it. Each sensor node runs a tiny footprint
DBS locally, and participates in global distributed query
execution. Tuples for the sensor table are created in an
append-only style created by all sensor nodes in the sen-
sor network. The first sensor database system prototypes
are TinyDB [4] and Cougar [5].

Typical sensor network queries are spatio-temporal. For
example, a user might be interested in hourly measure-
ments of temperature values along the Redwood tree to
observe the local microclimate around the tree:

SELECT sensor.id, temperature FROM sensors
SAMPLE PERIOD 60min.

Take note that queries define the requested data in a declar-
ative way, and the user does not need to know the availabil-
ity or node identifier of sensor nodes, nor does he/she deal
with the details of the execution of the query. The DBMS
distributes the query to the sensor nodes of interest using
a geo-routing or a tree-based routing protocol. Similarly,
query results are accumulated and routed back to the base
station using a tree-based protocol. Using an energy-effi-
cient data aggregation tree, nodes combine local partial
data aggregation results with routing partial results back
to the query originating sensor node.

Currently, spatial queries over a sensor network often
retrieve discrete information measured at the location of
sensor nodes. Many environmental phenomena, such as
a temperature field or a gas concentration field in an open
space are spatio-temporally continuous. Individual sensor
readings, however, are point samples taken at the phys-
ical location of the sensor nodes about the underlying
phenomenon [5,6]. For geosensor networks, the challenge
exists to provide an accurate and precise estimation of all
points of dynamic spatial field based on limited discrete
point samples collected within a geosensor network. Since
sensor nodes are energy- and processing-limited due to
their small-form factor and battery power, estimation algo-
rithms have to be lightweight and processed in a distributed
manner ‘in the network’.

Another setting for geosensor networks are sensor nodes
that are mobile, such as sensor nodes installed within auto-
mobiles or used by pedestrians, attached to animals, float-
ing on the ocean [10] or embedded in the road pavement or
traffic lights. Here, up-to-date information is collected and

exchanged in an ad-hoc, peer-oriented fashion between
nodes in spatial proximity [9]. Neighboring sensor nodes
in intelligent transportation systems can inform other exist-
ing nodes in the same region about environmental events
such as icy patches or other unexpected road hazards that
can be sensed on the road.

Key Applications

The application areas for geosensor networks are plentiful
and can be found in the following areas: biodiversity, bio-
geochemical cycles, climate change, infectious diseases,
invasive species, carbon cycle, earthquakes and tsunami
warning systems, coral reefs observation, animal and habi-
tat monitoring, and coastal and ocean observation. Some
applications have been mentioned before [1,2].

It is typical for geosensor networks that the technology
is integrated with existing, larger-scale sensing platforms
such as remote sensing instruments, buoys, autonomous
underwater vehicles, wind mills, or weather stations to
integrate sensed data for the same spatial region at var-
ious spatial and temporal scale. When combining sensor
networks with existing sensing platforms, so-called sensor
webs are created. Similar to the idea of the World Wide
Web, the vision exists that sensors and sensor networks
should be accessible and usable in a uniform way so that
scientists can find, combine, and query real-time sensors
in a geographic region for a specific application. This leads
to the fact that (often expensive) sensor platforms are more
reusable for different purposes. The OpenGIS Consortium
provides a standardization approach for sensor platform
interfaces and data exchange (Sensor Web Specifications)
for sensor webs. Today, several research networks have
been established in the area NEON (National Ecological
Observatory Network), GLEON (Global Lake Ecological
Observatory Network), CREON (Coral Reef Environmen-
tal Observatory Network), and the NEPTUNE Cyberin-
frastructure.

Future Directions

Currently, the actual application and deployment of
geosensor networks is in its infancy. With the increasing
robustness of sensors, wireless communication, improved
battery life and technology, and software developments,
geosensor networks will be a powerful, added technology
to the existing environmental sensing platforms [12].
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Definition

Geosensor networks (GSN) are deployed to monitor dif-
ferent environmental phenomena over a spatiotemporal
space. Many environmental phenomena (also called spa-
tial fields), such as a temperature field or a gas concen-
tration field in an open space, are spatiotemporally con-
tinuous within the spatiotemporal space. Individual sensor
readings, however, are point samples taken at the physi-
cal location of the sensor nodes about the underlying phe-
nomenon. Thus, neighboring sensor nodes’ readings are
likely similar.

For GSN, the challenge is to provide an accurate and pre-
cise estimation of all points of dynamic spatial field based
on limited discrete point samples collected by the network.
Since sensor nodes are energy and processing limited due
to their small-form factor and battery power, estimation
algorithms have to be lightweight and processed in a dis-
tributed manner “in the network”.

Main Text

Sensor database management systems (SDMS) provide
users an intuitive and easy-to-learn programming interface
to define observation tasks for phenomena, and can also
serve to estimate and track continuous phenomena. One
of the most challenging objectives of SDMS is to pro-
vide accurate and precise estimation results for continuous
phenomena based on limited point samples processed in
real-time within the network in a distributed and collab-
orative way. Since GSN are energy- and computing-con-
strained, studies on estimating continuous phenomena in
GSN have to maintain a graceful balance between the qual-
ity of the estimation results and the resource consumption
within GSN.

Traditionally, spatiotemporal point samples are collected
in advance and processed on a centralized computer. Gen-
erally speaking, there are two types of methods on how to
estimate continuous phenomena from point samples.
Parametric estimation methods estimate an underlying
phenomenon as a function. The function is usually a lin-
ear combination of a set of basic functions. For example,
in a polynomial regression, f(x, y) = Bo+ B1(x)+ p2(y) +
B3(xy) + €, different ordered polynomials are the basic
functions. The parameters, fs, are chosen to minimize the
error, €.

Nonparametric estimation methods require no prior spec-
ified model structure, and estimate an underlying phe-
nomenon directly from the samples. For example, mov-
ing average is a simple nonparametric estimation, which
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estimates the phenomenon reading as the average sample
value from a moving region.

Wireless communication between sensor nodes is very
expensive, in terms of energy consumption from the
battery-driven sensor nodes. A traditional centralized
approach to estimating the dynamic field of a continu-
ous phenomenon, however, requires large amounts of wire-
less communication to transmit raw readings from the dis-
tributed nodes to a central base computer. An efficient esti-
mation solution in GSN needs to use distributed algorithms
that are executed within the network to minimize the com-
munication cost. Two types of communication cost, the
processing and the result representation cost, are necessary
for any estimation method in GSN. These two communica-
tion costs are also important to evaluating and comparing
the efficiency of different algorithms.

In many cases, a global average is useful to estimate a phe-
nomenon. Tiny AGgregation (TAG) service [!] presents
an in-network solution to computing an average of sen-
sor readings using a routing tree structure [2]. In TAG,
a node computes the average result based on its own read-
ing and its children’s readings. The node sends its local
partial result to its parent. Finally, the root is able to com-
pute the global average based on all its children nodes.
TAG requires only a concise communication package to
represent a partial average, and processes the partial results
locally. However, if the sensor nodes are not evenly dis-
tributed over a monitoring region, the simple average usu-
ally returns faulty results. A weighted spatial average [3]
applies a weight to each sensor reading, and returns more
accurate results. For example, a monitoring region can be
partitioned into a Voronoi diagram based on the sensor
nodes’ location. The reading for a Voronoi cell can be
weighted by the size of cell, and aggregated along the
routing tree. Generating the Voronoi diagram, however,
requires additional processing costs.

Often, users prefer a more fine-grained estimation result
than a simple average value over an entire region or a sub-
region. TAG has been extended [4] to return a fine-grained
estimation. For example, each sensor node can represent
a grid cell in a monitoring region. A node can fill its
reading to the corresponding grid. Nearby similar read-
ings can be represented by a larger polygon region. In
this way, the root node can generate a contour map to
estimate the underlying phenomenon. However, represent-
ing the contour map requires additional costs and has
to be simplified to save expensive wireless communica-
tion [5]. Parametric estimation methods, such as kernel
regression [6], have also been applied to estimate under-
lying phenomena in GSN. A set of kernel functions are
used as the basic functions. In this way, only the esti-
mated values of kernel functions are necessary to repre-

sent the underlying phenomena. However, to compute the
optimal parameter values, complex matrix operations are
required, which consume large amounts of communication
in GSN.

The constraints of GSN, especially the expensive wireless
communication, challenge efficient phenomenon estima-
tion methods in GSN. An efficient estimation solution has
to return high quality results while still preserving the pro-
cessing and representing requirement.
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Definition

The geometric nature of geosensor networks (GSNs) has
sparked an interest in researching their formal foundations.
As the research on formal foundations has just begun,
there is no single view of what encompasses a theoreti-
cal approach to sensor networks. Typically, a theoretical
approach applies techniques from computational geome-
try, theoretical computer science, or mathematics, in par-
ticular (algebraic) topology and graph theory. The goal of
a formal analysis is to identify fundamental properties of
a sensor network, for example, the total number of sen-
sors required if every point in the sensor field has to be
covered by a fixed minimum number of sensors. More
generally, a formal analysis studies provable properties of
GSNs and algorithms used for GSNs. A formal analysis
can compute the computational complexity of an algorithm
and decide, if a problem has an efficient solution or if it is
intractable.

Historical Background

Current approaches to evaluating algorithms in GSNs are
mainly based on extensive simulations or the deployment
of test-beds. Extensive simulations can analyze an algo-
rithm under a variety of conditions but can only assess
algorithms in terms of their average runtime. Test-beds are
ideal to determine the performance of an algorithm under
realistic conditions but the results are only applicable to
the specific settings of the test-bed. A rigorous algorithmic
complexity analysis of a geometric algorithm can not only
evaluate the average complexity of an algorithm, but more
importantly its worst case complexity. Such a complexi-
ty analysis can be vital for the life expectancy of a GSN.
For example, a geometric routing algorithm that has a low
average energy cost, can have a high worst-case cost in cer-
tain situations, which could deplete the batteries of a sig-
nificant number of nodes and thus lead to the failure of the
entire GSN.

Scientific Fundamentals

The monitoring, collection, storage, and processing of
geospatial data lies at the core of GSNs [1]. Spatial infor-
mation is vital for GSNs on two counts: first, in sensor
networks it is generally not important which sensor has
monitored a geospatial phenomenon, but what type of data
and where this data is sensed within the network; second,
the nodes of a GSN often have the ability to determine
their own positions and those of other nodes. Geometric
and topological approaches exploit the availability of spa-
tial information to research more efficient algorithms and
to discover fundamental characteristics of a GSN.

The features of a GSN are primarily determined by the
spatial layout of its deployment and its underlying geog-
raphy. Its spatial configuration controls the topology of
the network, in particular, which nodes are in communica-
tion range and, therefore, which routing and data collection
algorithms are most effective. The proximity of the nodes
influences how well areas are covered by the sensor field
and affects the achievable resolution monitoring a geospa-
tial phenomenon. The proximity also determines the spa-
tial correlation of the sensor readings, and in turn decides
which and how often sensors need to transmit and provide
sensor readings. A formal analysis can identify key param-
eters that determine the global behavior and properties of
a sensor network. Theoretical and algorithmic results can
assist in designing, configuring, and administering a GSN,
and aid in the selection of appropriate algorithms for tasks
such as monitoring, tracking, or routing.

The deployment of a sensor network can be formally rep-
resented as a graph: vertices represent the sensor nodes
and edges the links between the sensor nodes, i. e., specify
whether or not two nodes are in communication range. The
edge weights can represent the received signal strength. In
a location-aware GSN vertices are not only known by their
IDs but also have positions, and their edge weights can
reflect the Euclidean distance between two nodes in com-
munication range.

Key Applications

There is a large variety of research areas in GSNs in which
formal geometric approaches can be applied. The areas
include coverage problems, topology control, data collec-
tion and aggregation, routing and dissemination, as well
as the discovery of the spatial layout in terms of holes and
boundaries. This article surveys these five topics and shows
how formal approaches can advance them.

Coverage Problems

Research on coverage problems [2] investigates efficient
techniques, where to deploy sensors if a certain data quali-
ty is required and how to adapt a sensor network such that
each point in the sensor field is covered by a certain num-
ber of sensors. Computational geometry provides a large
range of techniques that can be used for coverage prob-
lems. It is known that in order to guard a room with n cor-
ners, at least n/3 sensors (guards) are necessary [3]. Simi-
larly, if sensors are randomly placed, then the Voronoi cell
of a sensor is given by all points in the sensor field that
are closer to this sensor than to any other sensor in the net-
work. Assuming that the sensor closest to a location pro-
vides the highest data quality and thus should be respon-
sible monitoring that location, the Voronoi diagram deter-
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mines the responsibility region of each sensor. Computa-
tional geometry provides efficient algorithms to compute
the Voronoi cells [4].

Topology Control

The topology of a sensor network is determined by the
communication range of each sensor node. As communi-
cation is expensive, it is imperative to adjust the commu-
nication range to save energy. The key question in topol-
ogy control [5] is: given a set of sensor nodes, what is
the critical transmission range to ensure a connected net-
work? As sensor nodes are cheap devices, most approach-
es assume that all nodes have the same transmission range.
If the locations are precisely known, then controlling the
topology of a sensor network can be formally modeled as
a minimum spanning tree problem. A minimum spanning
tree of a graph is a subgraph, more precisely a tree, with
the same vertices that connects all vertices and minimizes
the sum over all edge weights. The critical transmission
range is the longest edge in the minimum spanning tree.
There are a number of algorithms in graph theory to com-
pute the minimum spanning tree efficiently in a distributed
manner [6]. The theory of geometric random graphs [7]
allows the computation of the critical transmission range
even if the node locations are not precisely known, as long
as the nodes are randomly and uniformly distributed. Ran-
dom geometric graphs are generated by randomly uniform-
ly placing points into an area (often the unit square) and
connecting any pair of points by an edge if their distance
is smaller than a predetermined threshold.

Data Collection and Aggregation

Efficient collection and aggregation algorithms are vital
for larger GSNs. A theoretical analysis [8] shows that for
any wireless network the throughput per node converges
to zero if the number of participating nodes increases in an
architecture where each node separately reports to a single
processing node. Aggregation algorithms trade communi-
cation for computation, as a sensor node consumes signifi-
cantly less energy for processing than for communication.
Instead of transmitting the raw data from each node indi-
vidually, nodes compute aggregates such as the sum or the
average of sensor readings and only transmit those aggre-
gates. As a result, aggregation not only prolongs the life
expectancy of a network, but also increases the scalability
of the network. The problem of collecting data from a set
of sensor nodes in the most efficient way back to a central
sink can be regarded as an instance of the minimum Stein-
er tree problem [9]: given a set of sensor nodes, the Stein-
er tree is the minimum spanning tree that includes those
nodes. This problem is known to be NP-complete (Non-

deterministic Polynomial time), which means there is no
efficient way known to compute the Steiner tree. This has
initiated a variety of local algorithms that can approximate
the optimal collection tree [10].

Routing and Dissemination

In routing or dissemination, the task is to route a packet
between two or more nodes along an optimal path, which
might be the shortest, most reliable, or most energy-effi-
cient path. Geometric routing [11] assumes that a node
knows the locations of itself, its neighbors in communi-
cation range, and the destination node. Geometric rout-
ing protocols are lightweight because they do not need to
maintain or discover routes, as is the case for topologi-
cal routing protocols, which are based on link information
only. A criticism often put forward for location awareness
is that the energy cost for acquiring coordinates can be high
and unreliable. The underlying idea of geometric routing
is the use of a local algorithm that forwards a message to
a neighbor in communication range that is closer to the
destination than itself. A greedy strategy selects among
those neighbors in each step the closest one to the des-
tination [12]. Although this greedy strategy is loop-free,
it can get stuck if none of its neighbors is closer to the
destination than itself. If the set of points that are in com-
munication range of a sensor but are closer to the destina-
tion than the sensor itself does not contain any other sen-
sor, then that area is called a void. Since voids can happen
frequently, a backup strategy is required. There is a large
body of theoretical work on face-routing algorithms [13]
that can be used as a fallback strategy. If a graph is pla-
nar, it has been shown that face routing along the perimeter
of voids can guarantee the delivery of all packets. This is
immediately applicable to GSNs as it is possible to com-
pute locally a planar communication subgraph. As location
is a powerful concept in routing, current research extends
this idea in the form of virtual coordinates to sensor net-
works that are not location-aware. Virtual coordinates are
based on the idea that nearby nodes have similar coordi-
nates, whereas nodes that are far apart have different coor-
dinates. In all sensor networks, nodes have local informa-
tion about the topology of the network, and the virtual
coordinates are computed based on the observed connec-
tivity. Virtual coordinates can be more beneficial as posi-
tional information for routing, because nearby nodes might
not be connected, for example if they are separated by
a wall.

Discovery of the Spatial Layout

Discovering the shape features and spatial layout of a GSN
deployment is vital to routing and data collection algo-
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rithms. Many algorithms have been evaluated under the
assumption that the deployment area of a sensor network
is rectangular and the nodes themselves are uniformly dis-
tributed. This assumption is often too optimistic, and algo-
rithms that perform well in simulations are less suitable
in real GSN deployments. The performance of an algo-
rithm depends on the spatial features of a deployment, in
particular its boundary, its medial axis, its communication
and deployment holes, its corridors that could bottleneck
the transmission of sensor readings, as well as the clus-
tering of the sensor nodes. Algorithms oblivious to those
features can prematurely collapse a sensor network. One
example: an algorithm that routes information irrespec-
tive of the residual energy level always along the bound-
ary of a hole will quickly deplete those nodes and leads
to a rapid growth of the hole, which might disconnect the
network or exponentially decrease its life expectancy. Fur-
thermore, a dramatic change of the network’s boundary
could signal a major event such as a fire or a thunderstorm
that destroyed significant parts of the network. Algebraic
topology [14] and computational geometry both provide
techniques to identify shape features of a GSN; however,
many techniques assume global knowledge. Research in
both areas is currently underway to adapt these techniques
for sensor networks.

Future Directions

Although many of the techniques in computational geom-
etry and mathematical topology are often directly appli-
cable to GSNs, they typically assume global knowledge
about the sensor network, for example in the computation
of a Voronoi diagram or the Steiner tree. However, provid-
ing global knowledge at the node level is an exceptionally
expensive operation and usually not a viable option in sen-
sor networks. Many algorithms need to be revisited and
tailored for local computations that only assume geomet-
ric knowledge in the neighborhood of a sensor node. More
generally, techniques are sought that can infer from local
knowledge of individual nodes, global characteristics of
the entire spatial layout of the network, such as its bound-
ary or the number of holes. One approach to inferring glob-
al features from local properties is based on combinatorial
maps, which can be applied to study spatiotemporal phe-
nomena such as dynamic spatial fields in a qualitative man-
ner [15]. Furthermore, algorithms generally assume that
the position of nodes is precisely known. In GSNs, how-
ever, node positions are often inexact or not available, and
links between nodes can be asymmetric or might be inter-
mittent, posing new challenges for formal approaches to
GSNs.
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Definition

Environmental phenomena that vary continuously across
regions of space and periods of time, such as changing
sea temperature, concentrations of gas pollutant in the
air, or levels of soil moisture, are called dynamic spatial
fields. Information about dynamic spatial fields is impor-
tant to a wide range of environmental applications. One
of the goals of using a geosensor network (GSN) is to
enable improved, more detailed monitoring of dynamic
spatial fields. Individual sensor nodes in a GSN usual-
ly generate quantitative information. For example, a node
might record a temperature of 23°C located at coordi-
nates 18.04S, 146.49E at time 20:51:06 on January 7th
2007. However, the information needed by decision mak-
ers is typically qualitative, and concerns the relation-
ships between groups of spatially and temporally nearby
records. For example, an environmental manager may be
interested in the whether a high temperature “hotspot” has
grown or moved.

Generating qualitative information about dynamic spatial
fields within a GSN presents a number of challenges. The
most important challenge is to achieve qualitative moni-
toring using only on local communication between near-
by nodes. Resource limitations in GSN mean that glob-
al communication, where any node can communicate with
any other, is not scalable. Thus, studies of qualitative mon-
itoring of dynamic spatial fields usually assume that at
any time an individual node in the network does not have
access to global knowledge about the state of the entire net-
work, only to local knowledge about the state of its imme-
diate neighbors.

Historical Background

Qualitative spatial reasoning is concerned with discrete,

non-numerical properties of space. There are three main

reasons for being interested in the qualitative (as opposed

to the quantitative) aspects of geographic space [5]:

e Qualitative properties form a small, discrete domain;
quantitative properties form a large, continuous domain,

often modeled by real numbers. For example, temper-
atures in degrees Kelvin are modeled using the set of
non-negative real numbers. Yet for some applications,
temperature may be adequately modeled as an element
from the set {hot, cold, warm}.

* Qualitative properties are supervenient on, and deriv-
able from, quantitative properties. For example, in
a particular application the numerical temperature 35°C
may be described qualitatively as “hot.”

* The boundaries between qualities normally correspond
to salient discontinuities in human conceptualization of
quantitative properties. For example, in coral reef mon-
itoring applications, the qualitative boundary between
“warm” and “hot” may be set to correspond to the quan-
titative temperature at which coral reefs are in danger of
coral bleaching.

The literature contains many studies of different qualita-

tive aspects of space, including relative distance [6,9] and

direction [3,4], and in particular topological relationships

between spatial entities [2,7].

Scientific Fundamentals

With respect to GSNs, the three general reasons for being

interested in qualitative aspects of geographic space lead

directly to three potential advantages of using qualitative
monitoring of dynamic spatial fields in GSN.

* Because qualitative properties form a smaller discrete
domain than quantitative properties of space, process-
ing and communication of qualitative information in
GSNs can potentially be achieved more efficiently,
using less resources, than for quantitative information.

* Any quantitative information generated by sensors
nodes can always be converted into a less detailed qual-
itative representation, although the converse is not true.
Further, the inherent imprecision of qualitative infor-
mation can help make sensor networks more robust to
imprecision and other forms of uncertainty in sensor
readings.

» Using qualitative representations enables salient entities
to be derived from complex dynamic fields, reducing
system complexity and resulting in GSNss that are easier
to design, construct, and query.

Looking at the problem from the application perspective,

it is possible to identify at least five distinct issues facing

any GSN for monitoring dynamic spatial fields in the envi-
ronment.

1. Spatial: The phenomena of interest are spatial, for
example involving points and regions; metric and topo-
logical relations; and spatial autocorrelation.

2. Temporal: The phenomena of interest change over time.
Much of this change is spatiotemporal, including move-



ment and events, such as splitting and merging of
regions within the field.

3. Scale dependency: The phenomena of interest are typ-
ically scale-dependent, and phenomena observable at
one spatial scale may be different from those observ-
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able at a different scale.

4. Imperfect knowledge: Our knowledge of geographic
information is always in some way imperfect. In par-
ticular, the spatial distribution of sensors and temporal
frequency of sensing leads to granularity, the existence
of grains or clumps in data.

5. Local computing: GSN are a type of highly distributed
spatial computing, where individual nodes in the net-
work typically only have access to information about
their immediate vicinity. The challenge is to construct
systems with desirable global properties using only
local knowledge and local behaviors.

Although each of these five issues has a history of research
in isolation, and in some combinations, the combination
of all five of these issues makes monitoring of dynamic
spatial fields especially complex. This complexity is fun-
damental to the need for qualitative representation and
reasoning techniques. Representing continuous dynamic
information using discrete sets of salient symbols is a first
step to reducing complexity. The second step is to develop
formal techniques for local reasoning about these discrete,
salient symbols.

Example:
Event-Oriented Georesponsive Sensor Networks

As an example, imagine designing a sensor network tasked
with monitoring a dynamic spatial field, such as a network
for monitoring sea temperature in marine coral reef envi-
ronments. Qualitative representation and reasoning can be
used to managed the high levels of complexity in such
application domains.

As explained above, the first step is to create discrete,
qualitative representations of continuous information. Dis-
cretizing the values of the field itself starts to reduce com-
plexity. Often, natural and salient categories may already
exist for an application domain, such as a classifica-
tion into “cold,” “cool,” “warm,” and “hot” water. Using
less detailed, qualitative representations can immediately
increase robustness to imperfection into the system. For
example, miscalibrated or inaccurate temperature sensors
are much less likely to affect qualitative information about
the temperature (e. g., “warm” versus “hot”) than quantita-
tive information (e. g., 35.2°C versus 34.9°C).
Discretization of the space itself further reduces complex-
ity. The sensor nodes themselves already provide a dis-
crete framework for the space under investigation. One
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ure 1 Combinatorial map of sensor nodes and neighborhoods, including
(counterclockwise) cyclic ordering for nodes 11 and 12

approach to structuring this framework adopted by pre-
vious work [1,8] is to use a combinatorial map. Figure 1
illustrates the idea behind a combinatorial map, where
each node has a number of defined neighbors and stores
the cyclic ordering of those neighbors. Using a combi-
natorial map allows a variety of qualitative planar struc-
tures, such as triangulations, to be built without requiring
any quantitative location information, such as geodetic or
local coordinates. The structure is purely local: each node
only knows information about the relative direction of it’s
immediate neighbors. Further, the inherent spatial impreci-
sion in combinatorial maps, and related qualitative spatial
structures, means that the resulting system can be more tol-
erant to imperfect information (e. g., the cyclic ordering of
neighbors around a node is is much less likely to be subject
to inaccuracy that, for example, location systems that rely
on exact coordinate locations or bearings from one sensor
to another).

Having created appropriate qualitative representations, the
second step is to develop local techniques for reasoning
about these qualitative representations. In Fig. 2a region
of dynamic spatial field (such as a high temperature “hot-
spot”) is being tracked through a GSN structured as a trian-
gulation (using a combinatorial map). Assuming the region
moves continuously, a variety of qualitative spatial events
can be locally detected. In order for regions to split or
merge, for instance, they must first go through an inter-
mediate stage where a single node connects two distinct
parts (Fig. 2, center). As a consequence of the combi-
natorial map structure, this node can locally detect that
a split/merge event is taking place (see [8] for more infor-
mation).

Because the combinatorial maps is locally constructed,
it can be efficiently and dynamically reconfigured. The
concept of a georesponsive sensor network aims to acti-
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vate and deactivate sensors in response to changes in the
dynamic field. Figure 3 illustrates the idea, where sen-
sors in the vicinity of the boundary of the region of high
temperature are activated to increase spatial resolution in
those areas. Elsewhere, sensors are deactivated to increase
sensor node lifetimes. Qualitative rules for achieving such
behavior can be constructed based purely on qualitative
spatial representations, like the combinatorial map (see [1]
for further information).

Key Applications

Dynamic spatial fields are of interest across an enormous
variety of environmental applications, including meteorol-
ogy, land cover change, marine science, water resources
management, defense, and emergency management and
response. In general, applications of qualitative monitor-
ing of dynamic spatial fields can fall into two broad cate-
gories. One category of use can be characterized as natural
resource management, where decision makers use infor-
mation gathered by GSN to manage scarce or fragile nat-
ural resources. Qualitative monitoring can help provide
salient information to decision makers in a form that is
more understandable and compatible with human concep-

splitting and merging

Geosensor Networks,
Qualitative Monitoring of
Dynamic Fields, Figure 3
Georesponsive sensor network,
with increased node activation in
vicinity of the boundary of large
region

tualization of dynamic spatial processes. Ultimately, such
information can contribute to improved decision making.
A second category of use can be characterized as scientif-
ic investigation of natural resources, where GSN are used
by scientists to gather more detailed information about the
environment than possible with conventional data logging
techniques. In such cases, qualitative monitoring can assist
in filtering data, screening out irrelevant data and high-
lighting high-level events of interest that can subsequently
be investigated more closely.

Future Directions

As arelatively young area of study, qualitative monitoring
of dynamic spatial fields has many important directions for
future study, including:

* Sensor mobility: Although regions of a dynamic spatial
field may be regarded as mobile, currently sensor nodes
within the GSN are typically assumed to be static. Sen-
sor mobility adds another layer of complexity to design-
ing geosensor networks, which qualitative approaches
are ideally suited to dealing with.

* Heterogeneity and multi-tasking: Current GSN usual-
ly comprise one type of sensor node engaged in a sin-
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gle task. Future GSN will need to enable different types
of node to interoperate on a variety of tasks, requiring
the capability to integrate multiple qualitative queries
across multiple different node types.

* Vagueness: Vagueness concerns the existence of bound-
ary cases in information. Many qualitative concepts can
be treated as vague and lacking precise boundaries (for
example a “hot” region might be regarded as a vague
spatial concept, if the boundary between “hot” and “not
hot” is not precisely defined). Qualitative reasoning in
the presence of vagueness remains an important chal-
lenge.

e Ubiquity: The goal of GSN is ultimately to embed
spatial intelligence within the environment. Making
GSN ubiquitous, unseen helpers that blend seamlessly
requires the ability to manage complexity at every sys-
tem level. Qualitative approaches provide one compo-
nent of that complexity management, but further tools
are required.
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Definition

Enforcing security often incurs overheads, and as a result
may degrade performance. The problem is exasperated
more in geospatial data, which includes, among other
things, geospatial image data and moving-object data.
Uncontrolled dissemination of geospatial image data may
have grave implications for national security and per-
sonal privacy. This is because high resolution satellite
imagery may be used to identify vital national resources.
As a result, this could encourage industrial espionage,
terrorism, or cross-border military attacks, and combina-
tion of publicly available personal data pools with high
resolution image data. This, coupled with the integration
and analysis capabilities of modern geographic informa-
tion systems, can result in a technological invasion of
personal privacy. Similarly, the location and tracking of
mobile users, required in effective delivery of location-
based services, also raises a number of privacy and secu-
rity issues, because disclosing the location information
of mobile users has the potential to allow an adver-
sary to physically locate a person for malicious purpos-
es, and the location history can be used to identify the
user’s private information such as health status, politi-
cal affiliations and religious beliefs. Thus, it is essen-
tial to have appropriate access control mechanisms in
place. Unlike conventional authorizations that can be man-
aged and searched using access control lists, management
and searching of geospatial authorizations require a suit-
able indexing structure since they possess spatiotempo-
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ral attributes. As such, serving an access request requires
the searching of two indexes: the index for data objects
and the index for authorizations. However, the response
time can be improved by using a unified index to support
the user access requests. Here, the recently proposed uni-
fied index schemes are introduced. Specifically, two types
of unified index are presented: (1) unified index struc-
tures for geospatial images, the resolution-based matrix
quadtree (RMX-quadtree) and the spatiotemporal-autho-
rization-driven R-tree (STAR-tree), and (2) unified index
structures for moving objects, the secure time-parameter-
ized R-tree (STPR-tree) and the secure past, present and
future tree (SPPF-tree).

Historical Background

Until recently, the access control model has not taken the
spatial dimension into consideration. However, the need
to control geographical information has increased because
high-resolution satellite images have become readily avail-
able for public with reduced costs, and new context-aware
applications such as location-based services have been
developed due to the proliferation of mobile devices and
wireless technologies. The Geospatial Data Authorization
Model (GSAM) [1] is the first access-control model for
geospatial data in the literature, and the model controls
access to satellite images based on spatial extent, temporal
duration, resolution, and other attributes of images. GSAM
has been extended in two directions: one direction is sup-
port of vector-based spatial data [2,3], and the other is sup-
port of mobile data [4,5].

However, most of the proposed access-control models do
not support the index structure of authorizations for effi-
cient processing of geospatial access requests: for each
access request, all the security policies that have been
issued to the user of the access request are linearly
searched and evaluated. Thus, in an environments where
a high volume of user requests needs to be processed
very fast, such as traffic management systems, the security
enforcement process becomes the main bottleneck. Only
a few authorization models that support the index scheme
can be found in the context of a mobile database. An index
scheme for moving-object data and user profiles has been
proposed in [4]. However, this does not consider autho-
rization. An index structure has been proposed to index
authorizations ensuring that the customer profile informa-
tion be disclosed to the merchants based on the choice of
the customers [5]. However, this provides separate index
structures for data and authorizations.

The RMX-quadtree [0] is the first proposal in the literature
that allows geospatial images to be indexed based on their
resolutions as well as their spatial attributes. Although the

performance of the RMX-quadtree is efficient, it has two
limitations: (1) the shape of the images to be indexed is
restricted to a square, and (2) it does not allow overlapping
images for a given resolution. The STAR-tree [7] elimi-
nates these limitations. It is a three dimensional variant of
R-tree, and it allows any overlapped rectangular shapes of
images to be indexed.

In terms of moving-object data, the STPR-tree [8] is an
extension of the TPR-tree [9], and it is the first proposed
unified index structure in literature for both moving objects
and authorizations. One main limitation of the STPR-tree
is that it can only support those security policies based on
the current and near-future locations of moving objects.
Because the security policies in mobile environment are
based on the past, present and future statuses of moving
objects, STPR-tree cannot fully handle security policies
such as track because the past location of moving objects
is not being stored. This limitation is resolved in the SPPF-
tree [10].

Scientific Fundamentals

Authorizations are typically implemented either as access-
control lists or capabilities lists for traditional types of
data. However, authorization specifications on geospa-
tial data include a spatial dimension (such as authorized
geospatial extents) and a temporal dimension (such as
valid duration of time for access). Thus, in order to effi-
ciently identify the authorizations that are relevant to an
access request, an index structure can be used. Because
geospatial data is also organized using index structures,
aunified index structure that holds both geospatial data and
authorizations can be created for efficient processing of
user requests. The basic idea encompassing these unified
index structures is to devise an appropriate index structure
for the geospatial data, and then overlay authorizations on
the relevant nodes of the tree. The construction of the tree
and the overlaying process are performed in such a way
that the cost of an access-control request is minimal. In the
following, two types of unified indexing structures are pre-
sented: one for geospatial images, and another for moving
objects.

Unified Index Structures for Geospatial Images

RMX-quadtree RMX-quadtree is a variant of the matrix
(MX) quadtree: the structure of the RMX-quadtree permits
overlaying of geospatial authorizations over nodes of the
MX-quadtree. Thus, access requests for geospatial images
can be processed more efficiently because only one index
is used for evaluation. In order to build RMX-quadtrees,
the following assumptions are made: (1) the spatial region
represented by each image is a square, (2) images with the
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same resolution level are non-overlapping, and (3) higher
resolution images cover smaller spatial extents.
The search space in the RMX-quadtree is assumed to be
square and it is recursively decomposed into quadrants;
the quadrants are named northwest (NW), northeast (NE),
southwest (SW), and southeast (SE). An authorization is
stored into a node N if the authorization applies to all the
possible images in N’s subtrees. The structure satisfies the
following properties:

* Images of the same resolution are stored at the same
level.

* FEach index node includes fixed number of children
nodes (NW, NE, SW, and SE).

e Images can be stored in an index node as a result of
merging different levels of images. Only the images
with the highest resolution are stored in the leaf nodes.

» FEach geospatial image corresponds to a 1x1 square, and
it can be the spatial extent of index nodes.

* The depth of the quadtree is predefined and the structure
is independent of the order of insertion operations.

Authorization specifications on geospatial data include
spatial attributes and privilege modes containing geospa-
tial operations. Therefore, to efficiently identify the autho-
rizations relevant to an access request, an index structure
is necessary. However, the index structure built based on
authorizations would be unbalanced, because given two
regions, if one region allows access only at lower reso-
lution and the other region allows access at higher reso-
lution, then the resultant index would be skewed due to
the larger number of authorizations in the higher resolu-
tions. Instead of trying to construct a tree for authoriza-
tions, RMX-quadtree chooses a different strategy, which
is to overlay authorizations on top of the geospatial index
tree, MX-quadtree. The overlaying means that the relevant
authorization is stored on a node; thus, each node in the
tree includes one additional field that points to the group
of overlaid authorizations. This overlaying strategy guar-
antees the RMX-quadtree as a balanced tree because the
base tree, the MX-quadtree, is balanced, and authoriza-
tions are simply stored on the relevant nodes of the tree;
some of nodes may include more than one authorization,
but this does not change the balance nature of the tree.

RMX-quadtrees are constructed by (1) creating MX-

quadtrees for each resolution level of geospatial images,

(2) merging them into one tree, and (3) overlaying autho-

rizations on the tree. The first step is to build MX-

quadtrees for each resolution level. Because MX-quadtrees

are designed for storing only point data, an image is rep-
resented with its center location and edge length. Then,
the MX-quadtree for the highest resolution level becomes
the base tree, and other MX-quadtrees are merged with the
base tree by adding the image data into the index node of

the base tree. This is possible because the structure of the
MX-quadtree is independent of the order of insertion oper-
ations, which becomes the property of the RMX-quadtree.
Thus, the different levels of index nodes in the base tree
refer to the same spatial region as the leaf nodes of oth-
er RMX-quadtrees. The last step is overlaying authoriza-
tions on the merged tree. An authorization is overlaid on
anode when it applies to all the possible images in its sub-
trees. The reasoning for this overlaying process is that if
a subject is allowed to access an area, it is also allowed to
access all the regions at the same level of resolution within
it. Representation of images using points creates a chal-
lenge for the overlaying process: an image stored in a node
may not correspond to the area covered by the node. This is
because the tree is constructed based on point information
(center location of images) rather than geospatial regions
that the image covers. In order to handle this situation, the
area covered by a node N is expanded by (p/2) where p is
the edge length of N. The authorization is overlaid on N
if, and only if, the spatial extent of the authorization fully
encloses the expanded area of the node N. This overlaying
process recursively traverses the tree and for each node, the
above rule applies. The overlaying process halts when the
traversal reaches the level of resolution of the authorization
object or both of the spatial regions are disjoint. During the
overlaying process, there are two possible cases. The first
case is that an authorization is applicable to only parts of
an image, and there exist no nodes in the tree that satisfy
the overlaying rule; the second is that there is no spatial
relationship between the authorization and the node, and
thus, there is no reason to traverse down the tree further.

A user request for geospatial images includes the geospa-

tial region of interest with the specific resolution level. The

user request evaluation starts from the root node of RMX-
quadtree. This process will fall into one of the following
cases:

» Stopping evaluation of authorizations: this occurs when
the node contains an authorization that includes the res-
olution level that the user requests, which means that
the user is allowed access to all the images in the
node’s subtree, and therefore, no more authorizations
need to be evaluated. However, the search process con-
tinues until it reaches the resolution level that the user
requests, and returns the images that are enclosed in the
spatial extent of the user request.

* Continuing to traverse the tree and check for more
authorizations until reaching the node that stores same
resolution level as the user requests.

* Halting the process; this happens when the geospatial
region of the user request is disjoint with that of a node
because all the images stored at the node are disjoint
with the spatial region of the user request.
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STAR-Tree A STAR-tree is a 3D variant of R-tree [11],
and it is a unified index structure for geospatial images and
authorizations similar to the RMX-quadtree. R-tree data
structure is similar to B-tree, but different in the sense that
it is extended to multidimensional space. The spatial extent
of each node of R-tree is approximated by the minimum
bounding rectangle (MBR) that encloses all its entries’
spatial extents tightly, which implies that the spatial extent
of the root node will enclose all the space that its children
nodes embed. The node structure of R-tree can be sum-
marized as follows: (1) a leaf node contains (a predefined
number of) images and MBR, and (2) a non-leaf node con-
tains (a predefined number of) child nodes (which can be
another nonleaf nodes or leaf nodes) and MBR that tightly
bounds all the MBRs of its child nodes.
By employing the capabilities of the R-tree, STAR-tree can
index any rectangular shape of overlapping images, and
therefore the native satellite images can be indexed with-
out any preprocessing. In addition, it is capable of handling
temporal attributes of the geospatial images: the capture
time or the download time of images. Because STAR-tree
can index spatiotemporal attributes of geospatial objects,
security policies with a specific valid time interval for
accessing the data can be supported.

To construct the STAR-tree, first the images of the same

resolution are grouped together and a three-dimensional

(3D) (x-, y-, and fr-dimensions) R-tree is built for each

group. Then, the tree with the highest resolution is taken

as the base tree, and other trees are merged carefully in
the order of their resolution, so that they do not violate the
properties of the STAR-tree and until all the single-reso-
lution trees are merged. Then authorizations are appropri-
ately overlaid based on principles similar to those of the

RMX-tree, essentially by comparing the bounding region

of the node and the spatiotemporal region of authoriza-

tions. However, the process is more straightforward since

STAR-tree is able to index 3D objects natively, and thus

does not need to deal with the transformation between

region and point as in the RMX-quadtree.

The following are the main properties of a STAR-tree:

e Unlike the RMX-quadtree, only leaf nodes store
geospatial images.

» Images with the same resolution level are stored at the
same level in STAR-tree.

e STAR-tree is an unbalanced tree, but this does
not degrade performance because the tree operations
(insert, delete, and search) will be processed only in
the part of the tree from the root node to the leaf nodes
with the specified resolution levels for tree operations,
instead of the whole tree. This part of the tree is bal-
anced with longer height compared to the R-tree for
geospatial images for the specified resolution level.

e The best case for tree operations is O(h), and
O(hmh_1+N) is the worst case where 4 is the height of
the STAR-tree, m the maximum number of entries that
each node holds, M the number of authorizations over-
laid on the tree, and N the number of images. Note that,
since the RMX-tree is a more rigid tree structure that
does not allow overlapping images, the cost is O(k+M)
where k is the height of the highest resolution and M the
number of authorizations, which is not surprising.

* Similar to the RMX-tree, the images stored at a high-
er level in the tree will have lower resolutions. This is
because images of lower resolution would cover more
spatial region than those with higher resolution when
their graphical size is the same.

e Compared to the R-tree, each node includes one addi-
tional field that points to the group of overlaid autho-
rizations on the node.

To further improve the response time, authorizations can
be preevaluated to compute the set of subjects involved
in each authorization. Then the subjects associated with
the authorizations overlaid on a node can be indexed using
a B*-tree. As aresult, each node would include the B*-tree
whose key is a subject, and whose data is authorizations
associated with the subject. This structure makes the eval-
uation process efficient because only the authorizations
that are relevant to the user request would be evaluated
instead of going through all the authorizations overlaid on
the node.

Unified Index Structures for Moving Objects

STPR-Tree The STPR-tree is an extension of the TPR-
tree [9], and it is the first proposed unified index struc-
ture for both moving objects and authorizations in the lit-
erature. TPR-tree is a variant of R-tree and is designed to
answer the queries for supporting present and future loca-
tions of moving objects. Because the locations of mov-
ing objects are constantly updated, the main challenge for
a moving-object database is to minimize the updating cost.
For this purpose, in the TPR-tree the moving object is rep-
resented as its initial location and its constant velocity vec-
tor; thus, a moving object is updated only if it deviates
more than the specified tolerance level. This will reduce
the necessity for frequent updating.

In order to support the moving-objects queries, a time-
parameterized rectangle (TPR) is used for the same pur-
pose of MBR in R-tree: time is parameterized in MBR so
that for a given time, all the trajectories of moving objects
stay in TPR. Also, if it is required to insert a new mov-
ing object, TPR-tree finds the minimum volume enlarge-
ment of TPR between the insertion time and the predefined
duration of time, called the time horizon, because as time
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elapses, the future locations of moving objects become less
accurate. Thus, the time horizon guarantees the validity of
query results. The node structure of a TPR-tree is similar to
R-tree: a leaf node contains (a predefined number of) loca-
tions of moving objects (represented as the combination of
reference position vector and velocity vector), and a non-
leaf node contains (a predefined number of) child nodes,
which can be other nonleaf nodes or leaf nodes.

The security policies specify the access control rules to
profiles and location as well as movement trajectory infor-
mation of mobile users, or to stationary resources based
on the mobile user’s location. Thus, either a subject or an
object in an authorization specification can be a moving
object, which is being indexed.

The STPR-tree is constructed via a consecutive insertion
operation into an initially empty tree, then overlaying of
authorizations over the nodes of the tree. It employs the
same overlaying and user request evaluation processes as
that of STAR-tree except the facts that (1) it does not need
to handle resolutions (it can be considered a STAR-tree
with only one resolution), and (2) TPR is used instead
of MBR for the overlaying procedure. The spatiotemporal
extent of TPR is bounded because the valid time duration
of the node is finite, i. €., from the current time to the future
time by the time horizon. Therefore, the TPR of a node is
considered similar to the MBR of STAR-tree for overlay-
ing and user request evaluation processes, and thus, same
procedures as those of STAR-tree can be used.

One main limitation of the STPR-tree is that it can only
support security policies based on the current and future
locations of moving objects. Because the security policies
in mobile environments are based on the past, present and
future statuses of moving objects, STPR-tree cannot fully
handle security policies such as tracking because the past
status of moving objects is not being stored. This limita-
tion is resolved in the SPPF-tree using the concept of par-
tial persistence. Another limitation is that the STPR-tree
is capable of overlaying authorizations where either sub-
jects or objects in an authorization are moving objects, but
not at the same time. This is because mobile subjects and
objects would be stored in different nodes of the index,
and thus, supporting such authorizations’ overlaying may
require splitting the subject and object components of the
authorization.

SPPF_Tree The previously introduced STPR-tree can-
not support security policies based on tracking of mobile
users. It is important to note that tracking information
could also be sensitive and therefore security policies are
often specified to reflect this. To efficiently enforce these
policies, the tree must support this functionality in the
sense that all the location history of moving objects is pre-

served. SPPF-tree, an extension of STPR—tree, can maintain
past, present and future positions of moving objects along
with authorizations, by employing partial persistent stor-
age. Thus, it can support security policies based on track-
ing of mobile objects.

SPPF_tree is a variant of RPPF-tree [12], which applies the
concept of the partial persistence to the TPR-tree in order
to preserve the past location of moving objects as well. Par-
tial persistence is the key concept of RPPF_tree, in order
to keep past positions as well as present and future posi-
tions of moving objects. Observe that there are two kinds
of moving objects: one is currently moving objects so that
their final location is predicted but not decided (called
alive moving objects), and another type is objects that have
already stopped moving, or have changed their velocity or
anticipated future location above the predefined deviation
level (called dead moving objects). During update (inser-
tion or deletion) of moving objects in the tree, the leaf node
where the update occurs are evaluated to see if there still
exists a prespecified range of alive moving objects. If the
number is out of this specified range, alive objects in the
node are copied into a new node (called time split). The
original node is used for evaluating the past positions of
moving objects; the newly created node is for the present
and future positions of moving objects, as in STPR-tree.
A similar process is applied to index nodes: in this case,
the number of alive children nodes is checked if it is with-
in the predefined range.

Because SPPF-tree maintains past positions of moving
objects as well, the overlaying process is more complicat-
ed than that of the STPR-tree because authorizations are
required to be maintained properly not only for present
and future positions but also past positions: in the case
of STPR-tree, the tree is reconstructed after some rea-
sonable duration of time, and authorizations are batch-
overlaid on the tree. Thus, there is no need to deal with
maintenance of authorizations during the tree’s lifetime.
Since the SPPF-tree handles all the history information as
well, it is necessary to maintain the overlaid authoriza-
tions more carefully in order not to violate the overlay-
ing strategy. An authorization log is introduced to han-
dle this situation; whenever an authorization is applica-
ble to the tree, the authorization log overlays the newly
applicable authorization on the alive nodes, and relocates
the authorizations from the alive nodes to the dead nodes
if they are only applicable to the dead nodes. An autho-
rization log is a data structure constructed by spreading
all the authorizations on the time line. As time elapses,
a new authorization becomes applicable to the tree when
the valid time duration of the authorizations is overlapped
with the tree’s valid time duration, i.e., between the cur-
rent time and the time horizon. Then, the authorization
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log triggers an auth_begin event, which will overlay the
authorization on the tree. On the other hand, certain over-
laid authorizations become invalid when the valid time
duration of the authorization is not applicable to the over-
laid nodes. In this case, the authorization log triggers an
auth_end event, which will remove the invalid authoriza-
tions from the overlaid nodes and reoverlay on the tree,
because the removed ones may satisfy the overlaying con-
ditions of other nodes in the tree. Also, an update must
take care of the cases when the time-split occurs. Time-
split creates a new node where some authorizations may
be eligible to be overlaid on it. The authorization log sup-
ports a method, called find-auth, which computes all the
authorizations overlapping with the valid interval of the
newly created node. Then, the authorizations as a result
of find-auth, will be overlaid on the new node if it meets
the overlaying condition.

A user request evaluation is similar to that of STPR-tree
except that it can now evaluate a user request that also
includes the tracking of moving objects, due to the func-
tionality of holding all the updates history. In this case,
only the nodes for which initial creation time and the
time when time-split occurs, if time-splitted (otherwise,
this time can be considered as current time) are over-
lapped with the time interval of the user request are evalu-
ated.

Key Applications
Mobile Commerce Marketing

Owing to technological advances in mobile devices with
wireless networks and positioning devices such as glob-
al positioning systems (GPS), customers’ locations are
used to provide customized services based on their cur-
rent positions and movement histories. Mobile-target-
ed marketing or location-based advertising is one such
example. Although there has been a general consensus
that mobile-targeted marketing can provide more prof-
its, most customers consider the advertised information
spam unless they allow receiving advertisements. There-
fore, the mobile service providers should employ a secu-
rity scheme wherein users’ preferences can be speci-
fied properly. Because customers are mobile, and their
security policies are based on their current locations,
tracking the locations of customers and enforcing secu-
rity policies must be handled efficiently. Unified index
schemes such as STPR-tree and SPPF-tree can handle the
access request more efficiently than traditional approach-
es such as using two index structures (one for mobile
customers and another for authorizations) because access-
control requests are processed using just one index struc-
ture.

Selective Dissemination
of High-Resolution Satellite Images

There are now more than 15 privately owned commer-
cial satellites with resolutions from 1 to 30 m. For exam-
ple, satellites such as IKONOS (launched in September
1999), ORBVIEW, EROS and QUICKBIRD are private-
ly owned and provide images with resolution of 1 m or
smaller. Uncontrolled dissemination of this information
may have grave implications for national security and per-
sonal privacy, as some groups may exploit this information
for aggressive purposes. Thus, formal policies for control-
ling the release of imagery based on geographical bound-
aries and resolutions of images have been proposed. How-
ever, the number of images being disseminated is tremen-
dous. For example, in case of TerraServer-USA, the aver-
age daily image tiles transferred was 3,684,093 during
1998 and 2000. There is a need for effective and efficient
schemes for facilitating controlled dissemination of satel-
lite imagery. The proposed unified index schemes, such as
RMX-quadtree and STAR-tree, can improve the response
time because access requests can be processed more effi-
ciently as only one index structure is used.

Securing Sensitive Resources

Physical location of individuals can be used to secure sen-
sitive resources more effectively. For example, in order to
gain the access to the secure repository room, an individu-
al possessing relevant authorizations should be physically
present in front of the room while she submits an access
request. In order to do so, the location of mobile individ-
uals and relevant security policies must be efficiently pro-
cessed in large organizations. Unified index schemes such
as STPR-tree and SPPF -tree can efficiently enforce security
policies on mobile objects.

Traffic Management

Information on some traffic may be very sensitive knowl-
edge to disclose because they are carrying dangerous mate-
rials. In this case, only an authorized group of people can
locate and track the traffic. As the number of traffic and
security policies increases, user requests must be handled
efficiently. Unified index schemes such as STPR-tree and
SPPF_tree can efficiently enforce security policies on the
traffic management.

Future Directions

None of the above proposed unified index trees support
negative authorizations. Providing such support is not triv-
ial since they give rise to conflicts among the authoriza-
tions. Moreover, it may require changes to the fundamen-
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tal assumptions used in the construction and access request
evaluation. The overlaying strategy assumes only positive
authorizations. Thus, an authorization is overlaid at as high
alevel as possible in the tree because as long as there exists
an authorization that allows the user to access the given
region, there will not exist any conflicting negative autho-
rization that will not allow the user to access some parts of
the allowed region. Based on this assumption, authoriza-
tion evaluation halts whenever a relevant authorization is
located during the traversal from the root node towards the
leaf level. However, if negative authorizations are support-
ed, all the authorizations overlaid on the traversal path need
to be evaluated due to the possibility of conflicts among
the authorizations: although an authorization that allows
a user to access a region is overlaid in an index node, it is
possible that another negative authorization that prohibits
the user to access a part of the region may exist in the
leaf node. Therefore, in order to support negative autho-
rizations, it is necessary to create another copy of the data
index and overlay positive authorizations on one index tree
and negative authorizations on the other. Then, during the
user request process, the result set from the positive autho-
rization index is filtered out by the result set of the second
negative authorization index.

Moreover, the STPR-tree and SPFF-tree cannot handle
overlaying authorizations whose subjects and objects are
both moving. As a result, supporting such authorizations’
overlaying may require splitting the subjects and objects
components.
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Synonyms

Interoperability; Semantic Web; Ontology; Similarity,
semantic; Features, linguistic; Features, Physical; Similar-
ity discovery; Similarity Representation; Category, geo-
graphic; RDF; OWL; Geospatial semantics

Definition

Semantics refers to the meaning of symbols such as words,
graphs, and other representations that are employed to
describe a real-world object. A geospatial object is defined
with its spatial distribution and its attributes. Geospatial
semantics indicate the meaning of geospatial terms as
attributes of geospatial objects. Geospatial semantic inte-
gration provides a global view of diverse terms in different
data sources. For example, a geospatial object is described
as a river in one data source and a water body in another
source; geospatial semantic integration reveals that the two
terms fundamentally mean the same thing in the real world
and merge them into a single term such as water body.

Historical Background

Semantic integration, as one task of data integration,
has been investigated in the database community since
database technology was introduced in the 1960s. Geospa-
tial semantics is concerned with the geospatial representa-
tion of reality that is a fundamental question of geospatial
information theory. Recently, geospatial semantic integra-
tion has received increasing attention because more and
more geospatial applications involve diverse data sources

employing different terms to describe the same or simi-
lar geospatial objects and because new technologies (e. g.,
Semantic Web, emergency management) demand effi-
cient machine-based communication among data sources.
A special meeting, Interoperating GISs [1], was held in
1997 with a section focused on geospatial semantics. Ear-
ly research on semantic integration is found in [2,3,4].

Scientific Fundamentals
Geospatial Semantics

When humans describe and present an object, the object is
first conceptualized and then is expressed in terms (Fig. 1).
Therefore, the study of geospatial semantics involves the
fields of spatial ontology and linguistics. Spatial ontolo-
gy studies how human beings conceptualize an object, and
linguistics investigates how the concepts are represented
(e. g., as words).

Methods of Geospatial Semantic Integration

The primary tasks of geospatial semantic integration
include understanding the semantics of geospatial terms
and measuring their semantic relationships. Geospatial
semantics can be obtained from the terms directly, or from
additional information as the semantic definition of terms.
It is well accepted that semantic integration should be
based on semantic definition. Geospatial semantic integra-
tion can take a four-step approach: normalizing seman-
tic definitions, measuring semantic similarity, representing
and maintaining semantic similarity, and merging terms
(Fig. 2) [6]. Semantic normalization may regulate the syn-
tax of semantic definitions and may require that the defini-
tions use linguistic words from the same thesaurus. Seman-
tic similarity is a measure of semantic relationships, and
the similarity can be quantitative (e. g., the probability that
two terms indicate the same objects), or be qualitative val-
ues (e. g., superset, subset, equal, unequal, etc.).
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Geospatial Semantic Integration, Figure 1  Semantic triangle [5]
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Geospatial Semantic Integration, Figure 2 The four phases of semantic
integration (adopted from [6]). Ellipses indicate semantics of terms

One geospatial semantic integration method deploys a fea-
ture-based approach originally proposed in psychology
and cognitive science [7]. In addition to a geospatial term,
a geospatial object also has a set of distinguishing features.
Because the features define the meaning of the object, the
comparison of the features provides semantic similarity of
terms. The features can be physical or linguistic proper-
ties of geospatial objects. An example of physical features
can be the part, function and attributes [8] of buildings;
and two specific types of buildings (e. g., stadium, theater)
can be compared and integrated based on their features.
Linguistic features can be the words branch, brook, canal,
creek, ditch, gutter, river, rivulet, spillway as the seman-
tic definition of a watercourse (Spatial Data Transfer Stan-
dard, SDTS). The semantic similarity of the feature-based
approach primarily measures how many common features
two objects share [8,9,10].

Geospatial semantic integration can also be based on
a common data model. Major common data models
include Open Geospatial Consortium data standards,
FGDC (Federal Geographic Data Committee) Content
Standard for Digital Geospatial Metadata, SDTS, Word-
Net, etc. The common data model approach defines
a common thesaurus containing the semantic definition of
geospatial terms. Geospatial attributes can only take values

from the predefined thesaurus from which semantic simi-
larity is derived.

Ontology has been used in geospatial semantic integra-
tion [11]. Taxonomy is a light version ontology and is
a major mechanism of defining geospatial terms. The use
of taxonomy in geospatial semantic integration is support-
ed by the theory of geographic category. Based on the
theory of categorization, the perceived world is made up
of structured information (i.e., taxonomy), and humans’
categorization aims to reduce the differences among con-
cepts to behaviorally and cognitively usable proportions.
Geospatial semantic relationships are derived from taxon-
omy or from ontology mapping.

Geospatial semantics and ontology can be formally rep-
resented in XML, RDF, OWL, etc. Such representations
enable the semantic communication among data sources
to achieve automated semantic integration.

Key Applications
Geospatial Ontology Mapping

Geospatial ontology usually consists of a set of terms.
Semantic integration provides a solution to the seman-
tic relationships of the terms in different ontologies. In
fact, semantic integration sometimes is also called onto-
logy mapping (integration).

Geospatial Semantic Web

The communication of different ontologies and seman-
tics are the primary tasks of the geospatial Semantic
Web. Automated geospatial semantic integration enables
machines to understand and exchange meanings and, thus,
can help achieve the goals of the Semantic Web.

Geospatial Data Portals

Geospatial data portals allow users to search geospatial
data sources that may use different terms for the same
objects. Semantic integration provides a global view of
diverse terms by comparing and merging terms. Such glob-
al view improves the efficiency and accuracy of data portal
service.

Geospatial Database Integration

Geospatial database integration needs to merge schema
and domain values [12,13]. The schema integration actu-
ally is also a task of semantic integration of database
attributes.

Future Directions

Geospatial semantic integration is a much debated research
area. There has not been a consensus on the definition
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of semantic integration. Current research and application
activities mainly rely on the results from fields such as
artificial intelligence, databases, cognitive science, linguis-
tics, etc. Research is needed to address the uniqueness
of geospatial information in defining and comparing the
semantics of geospatial objects. There are two compli-
mentary efforts to achieve geospatial semantic integra-
tion: defining common semantic models that regulate the
use and exchange of semantics (top down approach), and
developing automated methods to compare diverse seman-
tics such that semantics can be defined independently by
data providers. Finally, in addition to geospatial attributes,
geospatial semantics should study geospatial expressions
such as spatial topology and spatial operations; for exam-
ple, the semantics of close should be interpreted as a cer-
tain spatial distance.
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Synonyms

Semantic web; Spatial semantic web; Ontologies

Definition

The Geospatial Semantic web addresses the geographic
and spatial components of the Semantic Web, which is
a project to create the infrastructure necessary for infor-
mation sharing on the World Wide Web. The sharing
should be based on the meaning of the documents. Since
the interpretation of meaning is being done by computers
another crucial issue is that whatever way this meaning is
expressed it has to be machine-readable. Egenhofer high-
lights the need for a simple canonical form to pose geospa-
tial data queries and methods to evaluate the semantics of
the geospatial data sources to fit them to geospatial queries.

Historical Background

In his vision paper about the Semantic Web, Tim Berners-
Lee (2001) gives the following example: “at the doctor’s
office, Lucy instructed her Semantic Web agent through
her handheld Web browser. The agent promptly retrieved
information about Mom’s prescribed treatment from the
doctor’s agent, looked up several lists of providers, and
checked for the ones in-plan for Mom’s insurance within
a 20-mile radius of her home and with a rating of excellent
or very good on trusted rating services.”

Both space and time can be found in this initial exam-
ple. These are questions that are familiar to many geo-
graphic information science researchers. The future of the
Semantic Web includes not only the geographic compo-
nent but also the spatial component. For instance, Egen-
hofer addresses the combination of geospatial data with
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other spatial operators such as in for instance. Another
perspective for the web user is to look exclusively for
geospatial data. This second type of user is looking for
images, maps, spatial databases, and tables in general. In
this case, the geospatial data was previously classified as
such. A third and widely available geospatial informa-
tion resource on the web is the geographic descriptions
present in personal web pages. The geospatial semantic
web should be able to combine all these aspects of geo-
graphic information on the Web in a meaningful way.

Scientific Fundamentals

The main challenge for researchers in the geospatial
semantic web is how to represent in computers what is spe-
cial about spatial. Concepts of space and time that are intu-
itive for humans need to be carefully formalized in order
to be used by computers.

In order to achieve the objective of the semantic web of
exchanging information across disciplines with different
world-views, it is necessary to have an agreement on the
meaning of words—the categories, relations and instances
that form parts of a mental model that in turn represents an
understanding of the world. Such an explicit formalization
of mental models is called an ontology. The basic descrip-
tion of the real things in the world—the description of
what would be so-called objective truth—is called Ontol-
ogy (with an upper-case O). The result of making explicit
the agreement within communities is what the Artificial
Intelligence community calls ontology (with a lower-case
0). Therefore, there is only one Ontology, but many ontolo-
gies.

A geographic ontology has to provide a description of geo-
graphical entities, which can be conceptualized in two dif-
ferent views of the world. The field view considers spatial
data to be a set of continuous distributions. The object view
conceives the world as occupied by discrete, identifiable
entities.

Web Services

The W3C definition of Web services is computer applica-
tion that enables interoperable machine-to-machine inter-
action over a network. Such an application needs an inter-
face described in a machine-processable format so that
other application can interact with the service through
the exchange of messages. The OpenGIS consortium has
a standard for web services called OGC Web Services
(OWS). OWS will define standards and procedures to cre-
ate interoperable services that range from the acquisition
of geospatial data from sensors to the creation of com-
mon infrastructure for decision support. Currently it has
six major initiatives: (1) Sensor Web Enablement (SWE),

designed to integrate a variety of sensors, platforms and
management infrastructure into a single enterprise. The
main focus of this initiative is on integration of physical
sensors and simulators within a realistic operating environ-
ment; (2) Geo Processing Workflow (GPW), will intercon-
nect geo-processes following workflow requirements; (3)
Information Communities and Semantics (ICS) deals with
complex geographic information types. The types will be
modeled in UML and GML. After being catalogued, they
will be available to be used in geo-processing workflows;
(4) Agile Geography is targeted at the integration of pro-
cesses and the enabling of services that show the possi-
bilities of interoperability and service-oriented architec-
tures using OGC Web Services. This initiative will apply
links, bookmarks and Web pages to digital cartography and
geospatial information management. It will also enable the
integration of user initiatives interested in collaborating on
the maintenance of a shared geospatial data sets; (5) Com-
pliance Testing (CITE) will check for proof of compliance
of Web Coverage Service and Catalog Service for the Web
with OGC specifications. CITE will also require reference
implementations of the specifications. Reference imple-
mentations are developed using open source standards; (6)
CAD / GIS / BIM (CGB) has as an objective bridging the
information models and workflows of the various commu-
nities involved with the 3-D representation cities. Future
uses include location-based services and services of emer-
gency preparedness and response. For this to be feasible
it will be necessary to create a services-based architecture
integrate information and make it accessible in a secure
way.

This shows again the importance of the integration
between OpenGIS and the W3C. The geospatial semantic
web will need to build a semantic layer over the standards
that the OpenGIS is developing or have already deployed.

Geography Markup Language

The OpenGIS Consortium has also created a language
based on XML to store and exchange geographic data.
The Geography Markup Language, GML (see http://www.
opengis.org/docs/02-023r4.pdf for additional details), is
able to encode OpenGIS geographic features. According
to OGC, GML is “an XML grammar written in XML
Schema for the modelling, transport, and storage of geo-
graphic information.”

GML will be able to formally describe geographic fea-
tures, coordinate reference systems, geometry, topology,
time, and units of measure. OGC’s view is based on
features, which are abstractions of geographic phenome-
na associated with positions on the surface of the Earth.
A computer representation of the Earth is a set of features.
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Each feature can be described by a set of properties. Fea-
tures may represent both vector data and coverages thus
enabling a broader spectrum of information integration.

Queries

There are two important aspects to the queries created by
users of the geospatial semantic web: the form and the
presentation of the results. Egenhofer suggests a canoni-
cal form to pose geospatial queries:

<geospatial request> ::= <geospatial constraint>
[<logical connective> <geospatial request>]
<geospatial constraint> ::= <geospatial term>
<geospatial comparator><geospatial term>
<geospatial comparator>
::= ! based on the geospatial-relation ontology used
<geospatial term>
1= <geospatial class> | <geospatial label>
<geospatial class>
::= | based on a geospatial feature ontology
<geospatial label> ::= ! based on a geospatial gazetteer

The second aspect in a geospatial query is how to represent
the results. Depending on the nature of the query the result
may be only an address such as an URI or real spatial data.
What kind of spatial data and how to represent it is a ques-
tion that an ontology of spatial data can help to answer.
Again ontologies come into the picture. The solution for
most semantic web problems involves the user committing
to an ontology. This means that a user relies on some pre-
vious compilation of some explanation of facts that he/she
thinks is truthful. In the query problem, the user will accept
as a representation of the answer the representation of geo-
graphic data as stated in a specific ontology.

Geospatial Semantic Web Interoperability Experiment
(GSWIE)

As a way of gathering all its initiatives, the Open Geospa-
tial Consortium is developing the Geospatial Seman-
tic Web Interoperability Experiment (GSWIE). Accod-
ing to OGC, the GSWIE “will address several important
steps towards the development of a Geospatial Seman-
tic Web (GSW), where discovery, query, and consump-
tion of geospatial content are based on formal semantic
specification. Many pieces of the GSW puzzle have been
worked extensively in the last several years; this exper-
iment aims to augment WFS/FE with a semantic query
capability, through the definition of an ontology for the
geospatial intelligence community.” The experiment will
address the creation of formal geospatial ontologies. It will
also create and test service interfaces that can reference
those ontologies and accept query requests in a seman-

tic query language. It will be necessary to test also tools
that will support the generation of semantically expressed
geospatial information. The main goal of the experiment is
to show that users may be able in the future to pose seman-
tic queries to spatial databases of diverse sorts and receive
meaningful answers in response.

Key Applications

The Geospatial Semantic Web is intended to handle infor-
mation that is meaningful both for human and comput-
ers. Therefore, the way potential users understand and use
information is very important. In particular, there are three
basic dimensions for users of geographic information in
the Geospatial Semantic Web context:

1. Professional: highly structured geographic informa-
tion stored in geographic databases which are indexed,
stored, or described in the Web;

2. Naive: the retrieval of unstructured, subjacent, informal
geoinformation in the Web;

3. Scientific: geographic information science papers,
models, and theories available on the Web.

Professional: In order to improve the results of queries
looking for information stored in geographic databases it
is necessary to support better definition for spatial con-
cepts and terms used across different disciplines and the
development multiple spatial and terminological ontolo-
gies. Here there are also web services: the most com-
mon examples are the called location services: through the
use of spatial databases, those services are able to locate
restaurants, hotels, and other facilities depending on the
user’s location.

Naive: This concept is based on Naive Geography. This

case looks for geographic information in the text of web

pages. It can be pages with description of geographic fea-
tures such as cities, geographic phenomena, or facilities.

The user may be looking for complementary information

or it can even be the main source of data.

A case in which it is possible to mix the content of textual

web pages with more structured data such as the geograph-

ic distribution of machines on the Web is the ability to
answer queries such as “I found this interesting web page,
where is its geographic location?” or “Find other web sites
that contain information about places close to places men-
tioned in this web site” or “List (or even graphically dis-
play) all the location information on the IBM web site

(offices, research centers, etc.)”. The user may also want

to find pages that describe a special region of San Francis-

co and uses as a constraint that the web server in which the
page is stored is located in San Francisco because he or she
thinks that locals will give better naive information.

Scientific: Here the situation is similar to what Google

Scholar does today: a specialized search engine for sci-
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entific papers in a specific domain. Besides being able to
index GIScience documents it is also necessary to create
ontologies that express the different theories expressed in
the papers.

Future Directions

The increasing generation and availability of geographic
information brings with itself the possibility of using the
Web as an easy and immediate channel for its distribution.
For the semantic web to work it is necessary to efficiently
index, retrieve, and integrate information on the web is the
Semantic Web and its geographic counterpart, the Geospa-
tial Semantic Web.

But it is important to recognize that the semantic web
requires a level of organization and formalization that is
not here yet. Furthermore, there is currently a wealth of
geographic information on the Web that is available in dif-
ferent forms ranging from images, maps, spatial databases,
and tables to locations of restaurants, description of land-
scapes, and informal reports of bird watching activities.
Research on the sharing and integration of geographic
information through the Web vary from data distribution
policy and legal issues, interfaces, performance, infor-
mation retrieval, mapping, to information brokering and
ontologies. Research on the Semantic Web is focused on
building highly formalized representations of the avail-
able information resources called ontologies. A variety of
tools and languages are currently available. But to cap-
ture the richness of the available geographic information
on the Web it is necessary more than that. It is nec-
essary to create representation of information resources
that are more loosely organized. Another important step
is how to link and map these more informal resources to
the highly formalized representation structures being built
by the Semantic Web. The result will be a broader spec-
trum of data available for users of geographic information.
The specific context for this research relates to the under-
standing of the different kinds of geographic information
on the Web and the corresponding representations (geo-
ontologies) of these resources.
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Definition

The semantic web is an extension of the current web. It
is a vision for the future of the web, in which information
is given explicit meaning, making it easier for machines
to automatically process and integrate information avail-
able on the web [1]. The geospatial semantic web adds
space and time dimensions to the semantic web. “Web con-
tent” is used here to refer to network-accessible distributed
digital contents. A geospatial semantic web application is
any software that takes advantage of the geospatial seman-
tic web. Ontology is a fundamental building block of the
semantic web in general and the geospatial semantic web
in particular. Ontology is a partial specification of con-
ceptualization [2,3]. Ontology can be thought of as a data
model about a domain of interest. The World Wide Web
Consortium (W3C) developed and adopted the Web Ontol-
ogy Language (OWL) as the standard language to encode
and share ontologies.

Enriching geospatial contents with semantics is a two-step
process. The first step is to create a geospatial ontology that
captures the semantics of the domain. Geospatial ontol-
ogy allows for definition and reasoning about real world
spatial objects by combining information from multiple
sources. A geospatial semantic approach to building appli-
cations allows for machines to understand and exchange
qualitative spatial concepts like “eastbound vehicle” “near
the airport” or “above ground” and hence complements
the quantitative analytical power of geographic informa-
tion systems (GIS). It also allows the definition and infer-
ence of higher level concepts like “highway” from lower
level concepts like “paved road with speed limit 65 miles
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per hour”. These concepts can then be instantiated to refer
to actual objects in the database. The second step is to tag
database elements with the ontology concepts so that they
are accessible through the ontology and consumed by run-
time geospatial semantic agents. These agents provide the
runtime reasoning, querying, transformation and integra-
tion services upon which one can build geospatial semantic
applications.

Historical Background

Historically, the use of GIS required specialized skills and
therefore was limited to a small group of experts. Since
then, GIS vendors and users have focused on adding ana-
lytical features to their GIS applications and have paid less
attention to issues like interoperability, information shar-
ing and integration. This situation has been further com-
pounded over the last 30 years by an exponential growth
of geospatial content, which has led public and private
organizations to demand more interoperability, integration,
and the ability to serve geospatial knowledge, rather than
mere data. Perhaps the first published work on geospa-
tial semantics is [4],which developed the ability to query
heterogeneous geospatial database objects that are seman-
tically tagged through a consistent and formal ontology.
Some of the potential benefits geospatial semantic appli-
cations can provide are greater consistency and accura-
cy from improved system-wide management, more effi-
cient use and sharing of knowledge, reduced redundancy
of data across the system, better use of departmental GIS
resources and reduced maintenance and support costs.

In recent years, the proliferation of the web and the latest
advancements in what are broadly known as web mash-
ups, which combine contents from different sources, have
paved the way for general web users who are not GIS
experts to capture, store, process, and display informa-
tion about space and time. Egenhofer [5] naive geography
approach was proposed to mark the beginning of a research
community push to facilitate the use of spatial concepts in
nontraditional GIS applications and by general users.

Scientific Fundamentals

Geospatial semantic web applications allow users to use
ontologies as a means to map (or tag) underlying data ele-
ments and their hidden relationships as explicit ontology
concepts and predicates. In this way, users are able to uni-
fy data format and semantics regardless of their source.
Through a high-level knowledge management interface
that hides the complexity of geospatial content and opera-
tions, users can access and manipulate heterogeneous data
in a unified semantic representation. It is important to note
that geospatial semantic web applications are relatively

new, and only a limited number of commercial off the
shelf products exist. Academic research on the other hand
is highly active in this field. Generally speaking, geospa-
tial semantic web applications can be discussed from two
distinct viewpoints. In the first, the focus is on the gener-
al architectural patterns, while in the second, the focus is
on the geospatial ontologies that are consumed by those
applications.

Geospatial Semantic Web Architecture View

A key benefit from geospatial semantic web technology is
its ability to unify and fuse data semantics without resort-
ing to changing the underlying data source schemas. This
is contrasted to the prevailing data warehousing approach
where relevant geospatial contents are mapped, trans-
formed and migrated to a single large and data store. As
depicted in Fig. 1, geospatial knowledge applications con-
tain several components:

e Multisource inputs: a collection of semantically and
syntactically heterogeneous and distributed spatial and
non-spatial data sources.

* Ontology to data mapping system: a library of custom
adapters providing consistent access to the underlying
multi-source inputs. These adapters enable to explicitly
map database features and their implicit relationships in
and between the databases as ontological concepts and
predicates respectively.

* GIS operators bridge: this is a component that facili-
tates the execution of traditional geospatial analytics. It
returns the analysis results back the geospatial semantic
system for further reasoning and querying.

* Multisource query engine: facilitates query process-
ing and optimization; it translates queries based on the
geospatial semantics to the underlying data sources.

» Spatial/temporal reasoners: a collection of spatial and
temporal qualitative logical reasoners.

* Geospatial knowledge: the integrated virtual knowledge
layer created from querying and reasoning about under-
lying data sources. This knowledge layer is specific to
applications domains.

* Geospatial semantic query: provides semantic query
interface so that applications can query to retrieve
knowledge. This can trigger the reasoners and/or the
multi-level query system. The W3C semantic WG has
developed SPARQL for this purpose.

* Knowledge base (KB): a persistent knowledge base
store that usually stores ontology information.

Geospatial Ontology View

A common underpinning for the semantic web as it is envi-
sioned is that it contain several languages as shown in
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Geospatial Semantic
Applications and tools

e

D

Geospatial Knowledge Query System

Geospatial Knowledge

Geospatial and Temporal Reasoners

Multi-Source Query System

Ontology to Data Mapping System

[ 1t 1

spatial and non-spatial data sources

Fig. 2. The diagram depicts a semantic web architecture
in which languages of increasing power are layered one on
top of the other. The basis of a particular way of providing
meaning for data is embodied in the model theory for the
Resource Description Framework (RDF), OWL, and Logic
Rules.

There are several proposals for describing space, spatial
relationships, and relations between entities and their loca-
tions that have been developed within broad “ontologi-
cal” frameworks. Several researchers have investigated the
expressiveness of a number of publicly available ontolo-
gies. Similar to database schema design, those ontolo-
gies do not go beyond simple classifications and property
associations. It is important to note here that developing
ontologies must be executed with full knowledge of the
kinds of inferences that geospatial semantic applications
may require. To illustrate the above premise, an example
of developing a model of nuclear facilities using XML
schema (XML-S)and OWL is shown. Also shown are two
different ways of representation in OWL which give com-
pletely different inference results.

Example 1

<element name=‘“ElectricSubstation”
type="“ElectricSubstationType” />

<complexType name=" ElectricSubstation Type”>
<complexContent>

<extension base=‘“Facility”>

GIS Bridge

Geospatial Semantic Web: Applications,
Figure 1

<attribute name = “Produces”
type="“anyURI”
default="#Electricity " />
</extension>
</complexContent>
</complexType>

XML-S provides a standardized syntactical way to expose
structural information. XML-S allows the definition of
a schema for XML documents and provides some level
of machine-understandable semantics of data. However,
XML-S does not attach meaning to structural information.

Rules Trust
Data \ ’ Proof °
i
self Data \ Logic %
Desc. 2
Doc Ontology Vocabulary I
k=)
\ RDF + rdfschema e
XML + NS + xmlschema
Unicode URI

Geospatial Semantic Web: Applications, Figure2 Layers of the seman-
tic web [Tim Berners Lee XML Conference, 2000]
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As shown in Example 1, ElectricSubstation is a subclass of
Facility and has a property Uses which has a default value:
Coal.

Example 2

<owl:Class

rdf: ID="“ElectricSubstation”>
<rdfs:subClassOf

rdf :resource="#Facility” />
<owl:Restriction>
<owl:onProperty
rdf:resource="#Produces” />
<owl:hasValue
rdf:resource="# Electricity”/>
</owl:Restriction>
</owl:Class>

Example 2 conveys the same semantics as defined by the
XML-S and does not necessarily add any value to the
already defined XML-S.

Example 3

<owl:Class
rdf:ID="ElectricSubstation”>
<owl:intersectionOf

rdf :parseType="Collection”>
<owl:Class

rdf :about=“#Facility” />
<owl:Restriction>
<owl:onProperty
rdf:resource="#Produces” />
<owl:hasValue
rdf:resource="#Electricity” />
</owl:Restriction>
</owl:intersectionOf>
</owl:Class>

Example 3 shows an OWL representation, which essen-
tially has added semantics. The members of the class are
completely specified by the set operation. The example
states that ElectricSubstation is the intersection of the class
Facility and the set of things that produce Electricity. This
means that if something produces Electricity and is a Facil-
ity, then it is an instance of ElectricSubstation. Without
such a definition it would not be possible to know that

Figure 3 Layered ontology for geospatial
semantic web

Electricity Substations are facilities and they produce Elec-

tricity, but not vice versa.

The geospatial semantic web has at its core the basic

semantic web layers, and it requires well-defined exten-

sions to the ontology vocabulary and the logic layers. Con-
structing the core geospatial ontology is the most crit-
ical aspect for the success of geospatial semantic web.

Application domains are expected to build their specific

ontologies-based on the upper level ontology.

Figure 3 depicts a three-layered ontology for the geospatial

semantic web:

 In the first layer a model of basic topologic, geometric
types are defined, and the notion of features and feature
properties are defined. A simple example of this layer is
shown in Fig. 3b. The example above defines the con-
cepts of Adjacent, Above and Feature. These concepts
can be encoded in OWL.

* The default spatial inference and rules between features
are defined in the core geospatial knowledge. A simple
example of this layer is shown in Fig. 3b. Here X Adja-
cent to Y = Y Adjacent to X can be encoded in OWL.
X Above Y — Y Below X and X Entered Y — (X Inside
Y) and (Y = Polygon) and (Y contain X) are conjunctive
rules that can be encoded in SWRL.

* The third layer is the application layer. These are spe-
cialized ontologies for specific applications, e. g., roads,
rail, environmental engineering, etc. A simple example
of this layer is shown in shown in Fig. 3b. In this exam-
ple, applications define the concepts of Road, River and
Bridge. These concepts can be defined in OWL. Also,
applications define (Road Cross River) and (Road is
Above River) then (Road is Bridge), (Road below Riv-
er) then (Road is Tunnel) as conjunctive rules that can
be written in SWRL.

Qualitative Spatial and Temporal Reasoning

The most common approach in most geospatial systems
(e. g., GIS) relies on computational models of space, which
involves a simple rendition of Euclidean geometry to com-
pute spatial relations. This approach ties the spatial rela-
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tions of features to their geometric rendition. For example
if a land parcel is represented as a point on a map, it is
not possible to indicate that it shares an edge with a gas
station. For this to occur, land parcels must be encoded in
the GIS as aerial features. Mathematical theories of space,
upon which most GIS are built, has points as the primary
primitive of spatial entities. Lines consist of collection of
points, and areas, or regions, are defined as sets of lines and
points. Simmons [6] rightly mentioned that “No one has
ever perceived a point, or ever will do so, whereas people
have perceived individuals of finite extent.”

For the geospatial ontology to be useful, it is necessary
to have some capabilities that can reason with it. As
mentioned earlier, spatial and temporal reasoners derive
answers from a knowledge base. They provide a method-
ology for reasoning about the information in the knowl-
edge base, and for formulating conclusions. The knowl-
edge base will naturally be the ontologies as defined before
and the actual data instances. The geospatial semantic
web is the marriage between GIS and the semantic web.
It therefore complements GIS quantitative computational
power by providing spatial and temporal qualitative rea-
soning. The principal goal of qualitative spatial reason-
ing is to make common-sense spatial knowledge explicit
so that, given appropriate reasoning techniques, a comput-
er could predict, diagnose and explain the spatial behav-
ior of real world concepts in a qualitative manner with-
out recourse to quantitative methods. Geometry focuses on
quantitative aspects of space. Topology, on the other hand,
answers qualitative questions about spaces, for example
adjacency and directionality.

Elements of Geospatial Ontologies

Context Is the statement: “All Birds Fly” always true?
Penguins are birds but can’t fly. This statement, howev-
er, might be entirely true if its context was “in Brazil”.
Here, context was added to the statement, the context being
“in Brazil”. Several domains have already elaborated their
own working definition of context. In a human-machine
interaction, a context is a set of information that could be
used to define and interpret a situation in which agents
interact. In the context-aware applications community, the
context is composed of a set of information for character-
izing the situation in which humans interact with appli-
cations and the immediate environment. Context is con-
sidered here as the set of assertions and conditions under
which a set of axioms are true. The geospatial ontology
framework should indicate that a given set of ontology
axioms can only be determined within context

Ontologies are shared models of a domain that encode
a view which is common to different communities. Con-

text is a model that cast a local view of shared models,
i.e., shared ontologies. Context can be considered as a fil-
ter that helps scope this subset of an ontology that is rele-
vant to a given situation. Developing a theory of context for
the geospatial domains must satisfy the following require-
ments:

* Context should allow a simpler formalization of axioms
by defining the set of known conditions that are com-
mon to the stated axioms.

* Context should allow us to restrict the vocabulary and
the facts that are used to solve a problem on a given
occasion. This requirement will enable us to scope large
ontologies to those subsets that are relevant to the prob-
lem at hand.

e The truth values of facts should be dealt with as depen-
dent on a collection of assumptions which implicitly
define context.

* There are no absolute, context-independent facts, name-
ly each fact must be stated in the appropriate context.

* Reasoning across different contexts should be modeled.
This will enable mapping between ontologies (in con-
text), and hence semantic interoperability.

* A theory of geospatial context must consider the role of
time, location, and other spatial and temporal aspects in
determining the truth value of a given set of axioms.

Identity Criteria (IC) IC determine sufficient condi-
tions in determining the identity of concepts defined in
ontology. IC may affect the taxonomic organization of
ontology.

These are believed to be the most important criteria to cre-
ate classification hierarchies in ontology. From an ontolog-
ical perspective, IC is to:

* Classify an entity as an instance of a class C

* Individuate an entity as distinct instance of C

» Identify two entities at a given time (synchronic identity)

* Re-identify an instance of C across time (persistence, or
diachronic identity)

One important issue to note here is the relationship
between IC and location. Current GIS and even modern
spatial ontologies adopt the premise that an object has to
have some location, but that location is, in general, arbi-
trary. Just where an object can be is constrained by its
physical constitution.

The above thesis flies against the realities of geospatial
intelligence analysts. In many cases, analysts’ determine
the identity of objects by analyzing their relative location.
For example, a tilted building in a high-resolution satellite
image that covers Italy can only be the Leaning Tower of
Pisa. On the other hand, a tilted building in Afghanistan
can not be the Leaning Tower of Pisa.
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Background Facts

Background Facts

Geospatial Semantic Web:

Applications, Figure 4 Nested

contexts

Following the above example, it then becomes important
to always ask which spatial relationships can be used to
define distinct ontological entities. Physical entities, for
example, are typically distinguished from abstract entities
precisely by virtue of their necessary location in time and
space. In general, what is required is to be able to charac-
terize precisely in what ways physical objects (or events)
can be said to be located at particular locations in space.
This raises questions about how the objects concerned are
to be identified and how the locations are to be identified.

Spatial Reference System There are two distinct
schools in representing location; absolutist and relativist
position. Some researchers argue that for the purposes of
linguistic semantics it is the relativist view that is com-
pelling; another group favors the absolutist position, ignor-
ing the fact that there is no such a thing as absolute refer-
ence system. This is because there is no single point from
which the entire environment can be considered. There-
fore, geospatial ontology GOF should be able to accom-
modate other views.

Mereotopology Mereology is the formal theory of part-
relations: of the relations of part to whole and the rela-
tions of part to part within a whole. Mereotopology is
the combined logical account of mereology and topology.
Mereotopology is the theory of boundaries, contact, and
separation built upon a mereological foundation. In the last
few years, several researchers have shown that mereotopol-
ogy is more than a trivial formal variant of point-set topol-
ogy; Example 4 shows an example of mereotopological
relationship.

Example 4

<owl:Class rdf:ID="RCCSpatialRegion”>
<rdfs:label>RCCSpatialRegion

</rdfs:label>

</owl:Class>

<owl :0ObjectProperty
rdf:ID="connectsWith”>
<rdfs:label>connects

</rdfs:label>

<rdfs:domain

rdf :resource= “#RCCSpatialRegion” />
<rdfs:range

rdf :resource= “#RCCSpatialRegion” />
<rdf:type

rdf :resource=“&owl ; SymmetricProperty” />
</owl:0bjectProperty>

<owl:0ObjectProperty
rdf:ID="isDisconnectedFrom”>
<rdfs:label>isDisconnectedFrom
</rdfs:label>

<rdfs:domain

rdf :resource= “#RCCSpatialRegion” />
<rdfs:range

rdf :resource= “#RCCSpatialRegion” />
</owl:0bjectProperty>.

The central aims of point-set and set-theoretic topology are
to investigate and prove results concerning the properties
of entire classes of spaces. On the other hand, mereotopol-
ogy aims are to find perspicuous ways to represent and rea-
son about the topological properties and relations of enti-
ties that exist in space.

Boundaries Geospatial semantic ontology should distin-
guishes between bona-fide and fiat boundaries. Bona fide
boundaries are boundaries in the things themselves. Bona-
fide boundaries exist independently of all human cogni-
tive acts. They are a matter of qualitative differentiations
or discontinuities of the underlying reality. Examples are
surfaces of extended objects like cars, walls, the floor of
a parking lot. Bona-fide boundaries are marked by bold
solid lines in Fig. 2. Fiat boundaries exist only in virtue
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of different sorts of demarcation effected cognitively by
human beings. Such boundaries may lie skew to bound-
aries of the bona fide sort as in the case of the boundaries
of a parking spot in the center of a parking lot. They may
also, however as in the case of a parking spot at the out-
er wall of the parking lot, involve a combination of fiat
and bona-fide portions such as a wall at its back side. The
classification of boundaries generalizes to a classification
of objects. Bona-fide objects have a single topologically
closed bona-fide boundary. Fiat objects have fiat boundary
parts.

A prime example of the distinction between boundary
types is colocation. Colocation of spatial objects means
that they are located at exactly the same three- or two-
dimensional region of space at the same moment in time.
Colocation of boundary parts means that two- or one-
dimensional boundary parts of spatial objects are located at
exactly the same two- or one-dimensional region of space.
Distinct bona-fide objects cannot be colocated since they
cannot overlap. Owing to their atomic structure the sur-
faces of bona-fide objects can be brought in contact, i.e.,
the atoms forming their surface can come close but the
atoms forming the surface of one object remain distinct
from the atoms of the other. They do not mix and do not
form a shared boundary. Distinct fiat objects of the same
ontological kind cannot overlap. Bona-fide boundaries are
dependent particulars. This approach stands opposed to
the set-theoretic conception of boundaries as sets of inde-
pendent points, each one of which could exist though all
around it would be annihilated, and has a number of pos-
sible interpretations. The general statement of the fiat and
boundaries is that one would be able to assert that the exis-
tence of any boundary is such as to imply the existence of
some entity of higher dimension which it bounds.

Shape and Size In a purely qualitative ontology it is dif-
ficult to describe shape. In such an environment, very lim-
ited statements can be made about the shape of a region.
Possible statements include whether the feature has holes,
hollow, and whether it is one piece or not. One approach
that has not been explored by the research community to
qualitatively describe shapes is to use analogical reasoning
and similarities. For example, one can say that the shape
of this feature is analogous to a crown and then one can
create assertions about crown-shaped objects.

Suppose that an intelligence analyst runs object extraction
software on a satellite image. The software had recognized
and identified an object as a sport utility vehicle (SUV).
During the course of collecting other evidence about this
object from other sources, the analysts get a more accu-
rate dimension of the SUV size. Once the size of the SUV
is entered, the system recognizes that these are not the

dimension of a SUV, but of a truck used to carry troops
and hence it reclassifies the object as a truck.

It is evident from the above example that size plays an
important role in the identification of some features. Cur-
rent GIS is supported by the belief that identity of features
does not depend on some physical quantities. There are
no GIS that can check the consistency of feature identi-
fication with respect to their size. However, the size of
an entity can determine its identity: consider a lake ver-
sus a pond, an island versus a continent, or a car versus
aSUV.

Key Applications

The geospatial semantic web is a horizontal capability that

is still in its infancy. It has the potential to penetrate virtu-

ally all applications where reasoning about space and time

are relevant. This includes but is not limited to:

* Location-based services and advertising

» Spatially enabled tags and folksonomy

» Enterprise information, application integration

* Semantic discovery and mash-up of heterogeneous
geospatial content and geospatial web services

* Addition of location- and time-aware services to web-
based social networks and other web-based consumer
services

* Management of mobile and moving assets

*  Workforce management

Future Directions

Geospatial semantic web research has been identified as
a short-term priority in 2002. In the longer term the W3C
had identified spatial ontologies as a long term research
challenge. Key research areas include spatial and temporal
reasoning, information retrieval, integration, and seman-
tic ontology development. Geospatial information systems
are becoming part of the mainstream IT. The geospa-
tial semantic web is expected to be the main catalyst for
such proliferation. Semantic web and GIS capabilities will
be buried under the mainstream web technology stack.
Semantic web inference engines will be able to native-
ly support spatial and temporal reasoning support. Yahoo
maps, Google Earth and many other similar web services
have made geospatial web mash-up possible. The geospa-
tial semantic web will surely facilitate automated service
discovery and mash-up.

GIS applications are becoming ubiquitous. Geospatial
semantic web technology will be the main facilitator that
will enable developers to bury and hide GIS complexities
under sophisticated and yet simple user interfaces, embed-
ded in new consumer gadgets, or integrated with main-
stream IT. Several research efforts are currently under-
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way to standardize on core geospatial ontology to facilitate
semantic interoperability.

Research directions from the scientific perspective are
geospatial ontology core,the need for uncertainty and
fuzzy reasoning, enterprise integration, semantic spatial
services, and enterprise integration of spatial information.
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Definition

Geospatial semantic web refers to an intelligent, machine-
understandable web where geospatial data are encoded in
a semantic-rich data model to facilitate automated decision
making and efficient data integration.

Main Text

Geospatial semantic web is a set of enabling technolo-
gy that promotes more efficient use of geospatial data.
The loose structure of the provided data model ensures
a flexible environment for applications outside of a pure
geospatial domain to freely mix geospatial data with native
data without having to know all the details ahead of time.
The geospatial data management gets a boost from the
inherent data model and logic-based reasoning framework,
since data can be filtered more efficiently upon acquisition.

Moreover, implicit knowledge can be discovered through
inference. The hundreds of geospatial clearinghouses that
have stored volumes of data over the years but cannot dis-
seminate them very effectively due to security vulnerabil-
ity and data assurance issues can now utilize the semantic
web concepts to solve their problems.
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Synonyms

Semantic geospatial web; Geospatial semantic interoper-
ability; Geospatial ontology

Definition

According to ISO/IEC 2382-01, Information Technolo-

gy Vocabulary, Fundamental Terms, interoperability is

defined as “the capability to communicate, execute pro-
grams, or transfer data among various functional units in

a manner that requires the user to have little or no knowl-

edge of the unique characteristics of those units”. Based

on various forms of perspective on information hetero-
geneity, interoperability can be classified in four different

levels [1].

1. System interoperability involves bridging the differ-
ences in hardware, system software and communication
systems.

2. Syntax interoperability aims to solve the differences in
machine-readable aspects of data representation.

3. Structure interoperability constructs a uniform view of
data modeling.

4. Semantic interoperability is concerned with having
a common understanding of the meaning of the ex-
changed information in different systems.

The interoperability within the geospatial semantic web

is the capability of sharing domain-specific resources and

knowledge among the domains of geospatial science in
the semantic web environment. There is no general agree-
ment on what exactly constitutes semantic interoperability
in the geospatial semantic web. Some elements of seman-
tic interoperability include: 1) top of the interoperabili-
ty stack for distributed computing; 2) shared concepts;

3) formal, common knowledge representation, usually in

graph form, generically termed “ontologies”; 4) action-

able (i.e., machine-process-able) relationships between
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similar/connected concepts using inference, reasoning,
pattern matching, rule processing, etc.; and 5) shared
models for distributed processes, such as interface con-
tracts and virtual machines [20]. The interoperability in
the geospatial semantic web facilitates the cross-domain
resource discovery, heterogeneous resource query, and
automatic resource translation from one domain to anoth-
er.

Historical Background

With the rapid development of Web (e. g., Web Service)
and distributed computing infrastructures (e. g., GRID), it
is easy to access a large amount of independently devel-
oped and managed information resources of a broad vari-
ety. The success of syntactically interoperable Web service
connections has created significant semantic gaps in what
can be utilized. Both users and their client software may
lack the tools to work with the diverse information which
Web service standards have made nominally obtainable.
“The Semantic Web seeks to make the meaning as acces-
sible as the material by enabling connections which are
both logical and (machine) actionable between concepts
which a user presently understands and those which may
be new and foreign” [21]. Interoperability in the seman-
tic web is the single most important ingredient for satisfy-
ing the increasing need to reuse and analyze data in order
to create information and knowledge and to subsequent-
ly reuse and share it across multiple domains because it
makes the meaning understandable by broad user commu-
nities.

Tim Berners-Lee, the inventor of the Web, is the driving
force of the Semantic Web initiative [2]. Recently a grow-
ing number of individuals and groups from academia and
industry have been evolving the Web into another lev-
el — the Semantic Web, in which the meaning of informa-
tion plays a far more important role. By representing not
just words, but their definitions and contexts, the Semantic
Web uses descriptive technologies (e. g., RDF and OWL)
to provide a common semantic interoperable framework in
which information is given a well-defined meaning such
that distributed heterogenous the data and applications can
be interoperable regardless of their differences on system,
syntax, structure and semantics.

Because of the multi-source, multi-format, multi-scale,
and multi-disciplinary nature of geospatial data and pro-
cessing, the importance of semantics on accessing and
integrating distributed heterogeneous geospatial informa-
tion has long been recognized. The advances in the Seman-
tic Web promise a generic framework to use ontologies
to capture information meanings and relationships. There-
fore, without doubt, adopting Semantic Web technologies

to solve the issues of geospatial semantic interoperabili-
ty is a good choice. Parallel to the development of the
Semantic web, momentum has gained in recent years for
the development of the Geospatial Semantic Web (GSW) —
a geospatial domain-specific version of the Semantic Web
which gives both people and machines true access to
a wider range of geospatial knowledge. The GSW provides
a common interoperable framework in which geospatial
information is given a well-defined meaning such that dis-
tributed heterogeneous geospatial data and applications
can be interoperable regardless of their differences on sys-
tem, syntax, structure and semantics.

The Semantic Web provides a generic framework for
semantic interoperability. It does not explicitly address
some of the most basic geospatial entities, properties and
relationships that are critical to geospatial information
processing tasks, such as direction, orientation, spatial
aggregation and topology. To better support the discovery,
retrieval and consumption of geospatial content, the GSW
creates and manages geospatial ontologies to exploit the
logical structure of the geospatial world and allows appli-
cations to take advantage of “intelligent” geospatial rea-
soning capabilities. It does so by incorporating geospatial
data semantics and exploiting the semantics of both the
processing of geospatial relationships and the description
of tightly coupled service content [3,4].

The Geospatial Semantic Web was listed as an imme-
diately-considered research priority in 2002 by the Uni-
versity Consortium for Geospatial Information Science
(UCGIS) [5]. Three eminent research questions were
identified—creation and management of geo-ontologies,
matching geographic concepts in Web pages to geo-
ontologies, and ontology integration. Subsequently, a num-
ber of geospatial ontologies have been developed, such as
the ISO19100 series, RDF geo vocabulary, OWL-Space,
and NASA GCMD. In collaboration with industry, gov-
ernment and universities, the Open Geospatial Consortium
(OGC) conducted the Geospatial Semantic Web Interop-
erability Experiment (GSW-IE) in 2005. GSW-IE aims
to develop a method for discovering, querying and col-
lecting geospatial content on the basis of formal seman-
tic specifications. Significant achievements of this exper-
iment include [21]: 1) development / encoding of formal
geospatial ontologies, including feature type descriptions,
2) geospatial service interfaces which can provide service
information formulated in the OWL-S semantic expres-
sion language referencing those ontologies, 3) OGC Web
Feature Service interfaces which can operate on requests
for ontologically expressed service and content descrip-
tions, 4) semantic query language processing interfaces,
and 5) tools for generating semantically expressed geospa-
tial information.
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Scientific Fundamentals

Compared to the conventional Web, the Semantic Web in
advanced in two aspects: 1) common formats for data inter-
change (the original Web only has interchange of doc-
uments), and 2) a language for recording how the data
maps to real world objects [6]. With such advances, intelli-
gent systems with the help of reasoning engines and Web-
crawling agents can go one step further to answer ques-
tions such as “which airfields within 500 miles of Kanda-
har support C5A aircraft?”, rather than simply returning
Web pages that contain the text “airfield” and “Kandahar”,
which most search engines can do today.

The hierarchical architecture of the Semantic Web is
shown in Fig. 1. At the bottom level, Extensible Markup
Language (XML) is a data-centric, customizable language
providing syntax to represent structured documents with
a user-defined vocabulary, however, it imposes no seman-
tic constraints on the meaning of these documents. XML
schema provides a means for restricting the structure
of XML documents. Resource Description Framework
(RDF) is a basic data model with XML syntax for referring
to objects (“resources”) and how they are related in order
to allow information exchange between applications with-
out loss of meaning. RDF Schema is a semantic extension
of RDF for describing the properties of generalization-
hierarchies and classes of RDF resources. RDF Schema
can be used as a primitive ontology language. Web Ontol-
ogy Language (OWL) adds more vocabularies for explic-
itly representing the meaning of terms and the relation-
ships between those terms, such as relations between class-
es (e.g., disjointness), cardinality (e.g., “exactly one”),
equality, richer typing of properties, the characteristics
of properties (e.g., symmetry), and enumerated classes.
The logic layer represents and derives knowledge, and the
proof layer involves deductive process and proof valida-

Rules/Query

URI/IRI Unicode

Geospatial Semantic Web, Interoperability, Figure 1  W3C Semantic

Stack [7]

tion. A digital signature can be used to sign and export the
derived knowledge. A trust layer provides the trust level or
its quality rating. Such a trust mechanism helps in build-
ing users’ confidence in the process and the quality of the
information provided and prevailing the Semantic Web [8].
The architecture of the GSW is similar to the SW
portrayed in Fig. 1, but with extensive domain-specific
technology and knowledge. The GSW shares the basic
components with the Semantic Web, such as top level
(general) ontology, ontological languages, and general rea-
soning mechanisms. However, it extends the Semantic
Web with domain-specific components. Among all the
components of the GSW, two are especially unique —
geospatial ontology and geospatial reasoning. The former
aims at expressing geospatial concepts and relationships,
specialized processing of geospatial rules and relation-
ships, and self-described geospatial Web service in a for-
mal way. The latter embraces sets of geospatial inference
rules on the basis of geospatial ontologies and techniques
to conduct automated geospatial reasoning for deriving
geospatial knowledge by machine with less human inter-
action.

Ontology is the centerpiece of the most prevalent seman-
tic technologies. It enables the semantic interoperability by
providing a formal way of representing, acquiring and uti-
lizing knowledge. Ontology originated from philosophy as
a reference to the nature and the organization of reality.
In general, an ontology is a “specification of a conceptu-
alization” [9]. In the domain of computer science, ontolo-
gy provides a commonly agreed understanding of domain
knowledge in a generic way for sharing across applications
and groups [10]. In more practical terms, ontology con-
sists of a list of vocabularies and the relationships between
them. The vocabularies denote the domain concepts (class-
es of objects), such as aircraft or runway. The relationships
indicate hierarchies of concepts. They also include prop-
erty information (an airfield has runways), value restric-
tions (aircraft can only take off at an airfield), disjoint-
ness statements (aircraft and train are disjoint), and speci-
fication of logical relationships between objects (a runway
must be at least 400 meters long for supporting C5A air-
craft).

In comparison to general ontologies, geospatial ontology
specifically describes 1) spatial factors, e. g., location and
units; 2) spatial relationships, e. g., inside, near, and far;
3) physical facts, e. g., physical phenomena, physical prop-
erties, and physical substances; 4) disciplines, e. g., scien-
tific domains and projects; 5) data collection, e. g., collec-
tion properties, such as instruments, platforms and sensors;
and 6) geospatial computing models, e. g., input, output
and preconditions. A well-formatted geospatial ontology is
the core for enabling geospatial semantic interoperability.
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ure 2 The Hierarchy of Geospatial Ontology

It enables the following key functions in geospatial seman-

tic Webs:

e Communication among humans and information sys-
tems. Since the geospatial sciences is about the research
across a variety of scales and disciplines, the semantics
of geospatial information is essential for the develop-
ment of interoperable geospatial software and data for-
mats. Geospatial ontology provides a common under-
standing of not only general geospatial concepts but
also in context of geospatial scientific computing

» Spatial reasoning about geospatial associations and
patterns, e. g., topological relations (connectivity, adja-
cency and intersection of geospatial objects), cardinal
direction (relative directions among geospatial objects,
such as east, west and southwest), and proximity rela-
tions, such as A is close to B and X is very far from Y),
and contextual relations, such as an obstacle separates
two objects that would be considered nearby space, but
are considered far because of the obstacle [11].

Based on the interactions and the role within the context
of the GSW, geospatial ontology can be classified into sev-
eral large groups. The hierarchical relationships of those
groups are shown in Fig. 2.
General ontology is the core upper level vocabulary rep-
resenting the common human consensus reality that all
other ontologies must reference. There are several well-
developed general ontologies. The Dublin Core Metada-
ta [12] is a standard of metadata vocabularies describing
resources that enables the development of more intelli-
gent information discovery systems. OpenCyc [13] defines
more than 47,000 upper level concepts and 306,000 asser-
tions about these concepts.

Geospatial feature ontology, defining geospatial entities

and physical phenomena, forms the ontological foundation

for geospatial information. It should be coordinated with

the development of geospatial standards. The ISO 19100

series and the OGC specifications are very helpful in defin-

ing its scope and content.

Geospatial factor ontology describes geospatial loca-
tion, unit conversions factors and numerical extensions.
Geospatial relationship ontology represents geospatial and
logical relationships between geospatial features to enable
geospatial topological, proximity and contextual reason-
ing. The RDF geo vocabulary [14] provides a basic
RDF vocabulary with a namespace for representing lat-
itude, longitude and other information about spatially-
located things using WGS84 as a reference datum. The
OWL-Space initiative (formerly DAML-Space) provides
the ontologies of comprehensive spatial properties and
relations. By incorporating Region Connection Calculus
(RCC), the CoBrA [15] and the SWETO-GS [11] define
basic relations between two-dimensional areas and rele-
vant rules to enable the reasoning of spatiotemporal the-
matic proximity.

Geospatial domain-specific ontology represents the do-
main concepts by using proprietary vocabularies. Some-
times there are some different representations for a geospa-
tial feature in different domains. To achieve interoperabili-
ty, there must be a link between domain ontology and fea-
ture ontology, either by subclassing feature ontology con-
cepts or by mapping from feature concepts to domain con-
cepts. To provide formal semantic descriptions of NASA
data sets and scientific concepts, several projects are under-
way to develop a semantic framework. Defined in OWL,
the ontologies within the Semantic Web for Earth and
Environmental Terminology (SWEET) [16] contain sev-
eral thousand terms spanning a broad extent of Earth sys-
tem science and related concepts (such as NASA GCMD,
ESML, ESMF, grid computing, and OGC). The SWEET
provides a high-level semantic description of Earth system
science.

Geospatial data ontology uses the ontologies below it, as
seen in Fig. 2, to provide a dataset description including
representation, storage, modeling, format, resources, ser-
vices and distributions. It ensures that the geospatial data
are discoverable, usable, and interoperable semantically.
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The ontologies of geographic metadata, such as ISO 19115
ontology [17], add semantic meanings and relationships to
the data description by which data sets are explicitly asso-
ciated with providers, instruments, sensors and disciplines.
Geospatial service ontology describes who provides the
service, what the service does and what other properties
the service has that make it discoverable. It also states the
service inputs, outputs, preconditions and effects to ensure
the usability of the service. The inputs and outputs of a ser-
vice are data described by data ontology. To allow dynam-
ic invocation, this ontology includes the concrete service
ports, protocols and encodings.

Key Applications

With geospatial ontology-based semantic interoperability,
the GSW promises an “intelligent” method to discover,
retrieve, integrate, and utilize large and diverse geospatial
information and services over the Web. Numerous efforts
to approach this “intelligence” are currently active.

Intelligent Search Engine

SWEET is a prototype for showing how the Semantic Web
can be implemented in Earth Science. By incorporating the
Global Change Master Directory (GCMD), SWEET pro-
vides 11 ontologies to describe Earth and environmental
concepts and their relations, including Earth realm, non-
living element, living element, physical property, units,
numerical entity, temporal entity, spatial entity, phenom-
ena, human activities and data. Aided by these ontologies,
an intelligent search engine (http://sweet.jpl.nasa.gov/perl/
agents/interface_agent.pl) is implemented as a Web ser-
vice using the RQDL (RDF Query Language). This engine
can locate NASA data by finding related terms instead of
having an exact keyword match. These terms may be syn-
onymous (same as), more specific (subclass), or less spe-
cific (superclass) than those requested. Once the synonyms
and subclass-superclass relationships have been discov-
ered, the engine then submits the union of these terms to
the GCMD search tool. The search results are presented as
GCMD DIF summaries.

Geospatial Web Service Composition

A geospatial Web service is a modular application de-
signed to deal with geospatial information over the net-
work. In order to solve real-world geospatial problems
through Web services, an “intelligent” mechanism is
required to facilitate service discovery and integration and
to automate the assembly of service chains. In [18], an
approach to intelligent geospatial Web service is presented.

The approach uses an ontologized “Geo-Object”, a com-
ponent of “Geo-Tree”, to integrate the views of geospatial
services and make them understandable and inferable. By
using a semantic-enabled OGC catalog service, a “Geo-
Object” can be easily found based on the flexible seman-
tic match on its inputs and outputs. In fact, a “Geo-Tree”
describing a geospatial modeling process can be represent-
ed by a service chain. The automatic construction of such
a tree can be conducted through backward reasoning (from
goal to source) in which all relevant “Geo-Objects” are
discovered automatically based on a user’s goals. Once
all components have been found, the tree is initiated as
a service chain in BPEL (Business Process Execution Lan-
guage) and then sent to the workflow engine for execu-
tion.

Future Directions

From representation logic to computational logic, the

GSW enhances our ability to express and deduce geospa-

tial concepts and relationships for achieving interoperabil-

ity among distributed heterogeneous geospatial data and
applications. To make the GSW more efficient, practical,
and operational, researchers and developers are investigat-

ing the following area [5,19]:

* Mappings between semantics and structured data files
and databases, e. g., how can an ontology be generated
automatically from maps, images and sketch available
on the Web

* Ontology integration, e. g., how to assess computational
models to specify, represent, access, and share multiple
ontologies of geographic information

» Inference engines, e. g., how do users query the GSW
using natural language

e Issues of trust, e. g., how to determine ontology reliabil-
ity.

e Issues of proofs, e.g., what inferences lead to this
answer and are the supporting ontologies logically
sound.

Cross References

» Geospatial Semantic Web
» OGC’s Open Standards for Geospatial Interoperability
» Ontology-Based Geospatial Data Integration
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Definition
What is the Semantic Web?

The basic principle underlying the semantic web is the idea
of having data defined and linked in such a way that it can
be used for more effective discovery, automation, integra-
tion, and reuse across various applications [7,16]. With the
idea of a semantic web in which machines can understand,
process and reason about resources to provide better and
more comfortable support for humans in interacting with
the World Wide Web, the question of personalizing the
interaction with web content to user needs and profile is
of prime significance.

What is the Geospatial Semantic Web?

Geographic data has meanings associated with it and
semantic annotations of geographic data will allow for
better retrieval and more effective use of geospatial ser-
vices. Recent developments in the semantic web have
great potential for the geospatial community, specifical-
ly because the focus on the incorporation of data seman-
tics will lead to a better retrieval and more reliable inte-
gration methods by tapping into the semantics during the
search process on the web. There is a distinct move away
from structure and syntax in the geospatial community,
accompanied by an increased awareness that semantics is
the backbone for a successful ontology to enable transla-
tion of data from different resources and users. Ontologies
are being increasingly used in the geospatial communi-
ty to enable interoperability between multiple resources,
systems, services and semantic conceptualizations. The
most commonly used definition of an ontology is that it
is a “specification of a conceptualization” [18]. Howev-
er, the basic semantic web and the technological devel-
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opments are not targeted to the needs of the geospatial
community as spatial data has its own specific needs asso-
ciated with it. A geospatial domain is characterized by
vagueness, especially in the semantic disambiguation of
the concepts in the domain, which makes defining univer-
sally accepted geoontology an onerous task [2]. This is
compounded by the lack of appropriate methods and tech-
niques where the individual semantic conceptualizations
can be captured and compared to each other. The idea of
a more focused “Geospatial Semantic Web” has been rec-
ognized as a research priority within UCGIS (University
Consortium for Geographic Information Science) initia-
tives [17]. Egenhofer [15] identified the need to support
queries based on meanings and better definition of spatial
terms across a number of disciplines, and the need to inte-
grate multiple terminological ontologies as a backbone for
an effective geospatial semantic web (GSW).

What is Personalization?

Nowadays, most large-scale applications are planned and
designed for a large variety of end users. Nevertheless, the
traditional “one-size-fits-all” approach turns out to be out-
dated and inappropriate to meet with heterogeneous user
needs. “Personalization” is the key word and the specif-
ic challenge is to find out what the users are looking for in
order to understand how to offer them tailored information.
Therefore, personalization of information means to deal
with information more efficiently and effectively, perform-
ing complex tasks within a reasonable time, in a “user-
friendly” environment. The development of any personal-
ization techniques and adaptive information retrieval sys-
tems should deal with the users’ understanding of domain
examined by knowledge capture approaches.

A “closed world” paradigm in which individual prefer-
ences and goals are not considered, in which the system
requirements are deterministic, and not adapted to chang-
ing needs of the community, has meant that the system
design and operation work on a fixed set of resources
which are normally known to the system designers at
design time. On the other hand, personalization facili-
tates a move away from this deterministic approach that
traditional information system design frameworks oper-
ate under. The individual requirements and context that
the user operates under has to be taken into account to
move from a closed-world setting. knowLedge-enhanced
web services are normally driven by some description of
the world which is encoded in the system in the form of an
ontology defined by knowledge engineers. The users’ con-
ceptualization of the world may also differ, sometimes sig-
nificantly, from the conceptualization encoded in the sys-
tem. If not taken into account, the discrepancies between

a user’s and a system’s conceptualization may lead to the
user’s confusion and frustration when utilizing semantic
web services, which, in turn, can make these services less
popular. Semantic personalisation of web-based services
is required to exploit user intentions and perspectives and
tailor the information accordingly.

Personalization can be defined as a process of gathering
user-information during interaction with the user, which
is then used to deliver appropriate content and services,
tailored to the user’s needs. Personalization is a process
by which it is possible to give the user optimal support in
accessing, retrieving, and storing information, where solu-
tions are built so as to fit the preferences, the character-
istics and the taste of the individual. Personalization of
information systems aims at developing systems that can
autonomously interoperate—either with humans or with
other systems—adapting their processing and its outcome
to specific requests. Personalized information systems aim
to make user needs the center of the interaction process and
to optimize user access to the relevant and required infor-
mation according to individual needs, profiles and particu-
lar contexts. This result can be achieved only by exploiting
machine-interpretable semantic information, e.g., about
the possible resources, about the user him/herself, about
the context, about the goal of the interaction. Personal-
ization is realized by a reasoning process applied to the
semantic information, which can be carried out in many
different ways depending on the specific task.

Although, conventionally Personalization is taken to mean
directing the system design to user needs and profiles,
it can also mean to adapt according to local browser or
regional contexts. The individual requirements of the user
are to be taken into account in such different dimensions.
Some of these individual user requirements will include
the current task, the goal of the user, the context in which
the user is requesting the information, the previous infor-
mation requests or interactions of the user, the working
process s/he is involved in, knowledge of the user (an
expert will be satisfied by information which is not suit-
able for a layman), the device s/he is using to display the
information, the bandwidth and availability of the com-
munication channel, the abilities/disabilities/handicaps of
the user, and the time constraint of the user (whether s/he
is under time pressure, or is just browsing some informa-
tion).

Personalization of Semantic Web

Personalized semantic web is the concept of the seman-
tic web in which machines are enabled to understand the
meaning of information and thereby provide better sup-
port to individuals in carrying out their tasks, and is aimed
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at improving the user’s experience of a web-based ser-
vice. In particular, applications that can retrieve, process
and present information in enhanced user-adapted ways
are interesting.

Many attempts have been made to apply personalization
techniques to the World Wide Web as a natural extension
of work on hypertext and hypermedia; however, the web
is an information space thought for human to human com-
munication, while personalization requires software sys-
tems to take part to the interaction and help [13]. Such
systems require knowledge to be expressed in a machine-
interpretable format, which in the web is not available. The
development of languages for expressing information in
a machine-processable form is characteristic of the seman-
tic web initiative [6]. Over this knowledge layer, the use
of inferencing mechanisms is envisioned as a fundamen-
tal means for performing a content-aware navigation, pro-
ducing an overall behavior that is closer to the user’s intu-
ition and desire. This is the reason that the semantic web
is the most appropriate environment for realizing person-
alization. In other words, the semantic web is deeply con-
nected to the idea of personalization in its very nature.

What is Personalization of GSW?

Users’ preferences, expectations, goals and tasks differ
while using the web for geographic information. More-
over, people form different conceptual models of the world
and these models dynamically change over time. In addi-
tion, meanings are crucial in distinction of geographic
information and people constantly assign meanings to real
world objects, while categorizing them as they interact
with the world around them. Agarwal [2] discusses in
detail the problems associated with ontology development
in the geospatial domain primarily due to semantic ambi-
guities. The knowledge-enhanced web services are nor-
mally driven by some description of the world which is
encoded in the system in the form of an ontology defined
by knowledge engineers. The user’s conceptualization of
the world may differ, sometimes significantly, from the
conceptualization encoded in the system. If not taken into
account, the discrepancies between a user’s and a system’s
conceptualization may lead to the user’s confusion and
frustration when utilizing the web-based geospatial ser-
vices, which, in turn, can make these services less pop-
ular. Indeterminacy and ambiguity in meanings are key
issues in the development of ontologies in the geographic
domain [2,5]. Empirical results show that individual con-
ceptualizations are characterized by semantic heterogene-
ity (Agarwal [1]).

With multiple user conceptualizations, efforts towards
a reliable geospatial semantic web, therefore, require per-

sonalization where user diversity can be incorporated and
targeted to multiple needs, semantics and conceptualiza-
tions of the real world. Egenhofer [15] identified the need
to support queries based on meanings and better defini-
tion of spatial terms across a number of disciplines, and
the need to integrate multiple terminological ontologies as
a backbone for an effective GSW. The success of a stan-
dardized geoontology for the semantic web will be deter-
mined by the level of acceptance by the users of the ser-
vices, both expert and naive, and the level to which the
basic geoontology is semantically compatible with the
users’ conceptualizations.

In this way, personalization is crucial for acknowledging
and addressing individual user differences and needs and
providing user-friendly user access to geospatial informa-
tion on the web. To achieve a GSW will require both
syntactic and semantic interoperability of resources, and
therefore the personalization efforts are essential in mak-
ing the GSW a reality.

Historical Background

GSW is a new initiative and many concrete applications
of it are yet to be seen. Personalization of GSW is a novel
concept and has no historical precedents.

Scientific Fundamentals

Many research disciplines have contributed to web per-
sonalization research, for example, hypertext research has
studied personalization in the area of so-called adap-
tive hypertext systems, collaborative filtering research has
investigated recommender systems, artificial intelligence
techniques have been widely used to cluster web data,
usage data, and user data, reasoning and uncertainty man-
agement has been adopted to draw conclusions on appro-
priate system behavior, etc. [13]. However, in most sys-
tems, there are no mechanisms to capture the interac-
tion and context of the user. There is an urgent need to
include the people as an axis in the design, development,
and deployment of semantically enriched services, espe-
cially for personalization of the GSW where individual
user semantics vary. In addition, computational models are
needed that can process the different terminological and
semantic ontologies and process the semantic incompati-
bilities between users and the expert’s geoontology.

Resolving the discrepancy between psychological user
variables and physical system variables in the area of
geospatial services goes beyond the user-interface level.
Rather than a closed view of the world, the personaliza-
tion efforts for geospatial services design will ensure that
the different perspectives and semantic conceptualizations
of the real world are maintained as “open”. The underly-
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ing principle for the methodology adopted by Agarwal et
al. [3] and Huang et al. [20] is that such geospatial services
and applications could benefit from personalization efforts
where semantic variations and conceptualizations are cap-
tured and aligned, and differences with the core expert
ontology identified and formalized to provide the basis for
user-supported access to such location-based information.
This will allow, first, for the development of systems that
allow personalization by incorporating user models and
diversity and second, as a means to test any core ontolo-
gies that are developed as the basis for a geospatial ser-
vices against user conceptualizations for discrepancies and
thereby evaluate its reliability as a standard, reusable ontol-
ogy. Moreover, the personalization approach allows flexi-
bility and the possibility of using the user models to enrich
the available information resources with shared seman-
tics instead of relying on fixed ontologies available to
the developers at the design stage. Using this approach,
the research towards specification of well-defined stan-
dards and ontologies for interoperability in the geospa-
tial domain can be enhanced and personalized to provide
extendibility, flexibility, interoperability, and reusability.
Automating the mapping of multiple conceptualizations
and personalization of web-based services will also facil-
itate pervasive computing in mobile services and enable
more effective use of mobile GIS services.

Key Applications

The availability of geospatial knowledge resources on the
web enables members of the public to take advantage of
trusted knowledge built by domain experts, e. g., for plan-
ning travel routes and for accessing weather information.
Geospatial services and systems are also unique in the
way that they use data, which are related to locations in
space and time, and that the processing of the data with
respect to these spatial locations is possible. People’s input
to geospatial tools have a spatiotemporal context. One can
ask “where is a certain object” or “where are all objects
with certain properties” at a given time when trying to find
the nearest health services for the elderly; or one can ask
“what are the properties of a certain area in space (as well
as time)” when trying to ascertain the suitability of an envi-
ronment (for example, crime rates) while renting or buy-
ing a property. Users access the web services with differ-
ent goals and often; these services require integration of
the various different resources to provide a comprehensive
result for the user search for their specific requirements.
For example, in a “what is in my backyard” service pro-
vided by the Environment Agency (EA) in the UK, mem-
bers of the public can see what pollutants may be scattered
across their neighborhood. End-users will have their own

contexts of use: property evaluation, ecology, etc. and for
a member of the public, a general interest (based on a topo-
graphic view of different areas in the city). Each could
potentially view the data provided by the others but form
their own conceptual understanding of the location-based
information. Personalization efforts will make it possible
to capture and formalize context and thereby provide con-
text-relevant information.

Future Directions

There is no common language for expressing adaptive
functionality, hence these systems are difficult to com-
pare and analyze, also suffering to a great extent from
lack of reusability—which in fact is the key capability
for successful personalization functionality for the GSW.
To deal with a diverse user population having different
preferences, goals, understanding of tasks and conceptu-
al models, existing design paradigms in geospatial ser-
vices will have to be redefined. Furthermore, new diagnos-
tic techniques and models are needed to capture the long-
term development of users’ capabilities, the dynamics
of users’ goals and conceptual understanding, the uncer-
tainty and inconsistency of naive users’ conceptualiza-
tions, and so on. The ambitious target is to offer manage-
able, extendible and standardized infrastructure for com-
plementing and collaborating applications tailored to the
needs of individual users. Traditional personalization and
adaptation architectures were suited to deal with closed-
world assumption, where user modeling methods, such as
overlay, bug library, constraint-based modeling and oth-
er marked discrepancies in a user and expert’s seman-
tics as erroneous, and often called them misconceptions.
New approaches for open-world user modeling that facil-
itate elicitation of extended models of users are needed
to deal with the dynamics of a user’s conceptualization.
Similarly, methods that acknowledge semantic discrepan-
cies and heterogeneity are required for effectively per-
sonalizing the web-based services for the geospatial com-
munity. Adaptation and personalization methods are not
developed to address the temporality inherent in geospa-
tial information and therefore, any specific personaliza-
tion efforts for the GSW will have to be modified to suit
this need. Without the benefit of deeper semantic or onto-
logical knowledge about the underlying domain, person-
alization systems cannot handle heterogeneous and com-
plex objects based on their properties and relationships.
Nor can these systems possess the ability to automatically
explain or reason about the user models or user recommen-
dations. This realization points to an important research
focus that can combine the strengths of web mining with
semantic or ontological knowledge. Development of auto-
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mated reasoning tools to detect mismatches and discrep-
ancies between the user and the expert ontology forming
the backbone for the web-based resources will be a step
forward.
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Synonyms

Composite geographic information systems web applica-
tion; Web application hybrids

Definition

A mashup is an online application or web site that seam-
lessly combines content from several sources. Geograph-
ic information systems (GIS) mashups typically combine
spatial data and maps from several web sources to produce
composite thematic maps.

Main Text

Mashup is an approach to creating composite dynamic web
sites that has quickly gained popularity due to the prolifer-
ation of reliable online sources of maps, web feeds, and
other content that can be accessed via relatively simple
published interfaces (APIs). Online maps and GIS services
available through Google, Windows Live, and Yahoo APIs,
among others, can be combined with real time traffic infor-
mation, weather information, various third party databas-
es, blogs, information feeds, search engines, forums, etc.
Mashups are also thought of as “Web 2.0 applications”,
a somewhat hyped notion of a next generation internet
application platform that emphasizes openness of data and
services, lightweight application interfaces and the ability

to mix and match different services to create a rich appli-
cation experience for web users.
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Definition

Global sensitivity analysis is the process of apportioning
the uncertainty in outputs to the uncertainty in each input



Graph Theory, Konigsberg Problem 409

factor over their entire range of interest. A sensitivity anal-
ysis is considered to be global when all the input factors
are varied simultaneously and the sensitivity is evaluated
over the entire range of each input factor.

Main Text

In many complex and nonlinear spatial phenomenon or
processes, input factors usually interact with each other
and therefore it is inappropriate to evaluate the impact
of one input factor on the model output with other fac-
tors being constant. Global sensitivity analysis quantifies
the importance of model inputs and their interactions with
respect to model output. It provides an overall view on the
influence of inputs on outputs as opposed to a local view
of partial derivatives as in local sensitivity analysis. One
of the most challenging issues for global sensitivity analy-
sis is the intensive computational demand for assessing the
impact of probabilistic variations. There are many global
sensitivity analysis methods including the Sobol’s sensitiv-
ity estimates, the Fourier amplitude sensitivity test (FAST),
and the Monte-Carlo-based regression—correlation indices.
The global sensitivity analysis is suitable for a nonlinear
input—output relationship, and is more realistic to the real
world since it allows all input factors to be varied simulta-
neously.
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Synonyms

Problem of seven bridges of Konigsberg; Euler’s Konigs-
berg’s bridges problem; Edge routing problems

Definition

In Geographic Information Systems, concepts from graph
theory are extremely useful in expressing the spatial struc-
ture of entities seen as points, lines, areas and solids, after
the geometrical details of these entities are removed. For
example, in transportation and river networks, the topolog-
ical properties of their structures can be represented using
graphs. This article describes the origins of graph theory
and the impact it has on various fields ranging from geog-
raphy to economics.

The Konigsberg Bridge Problem is a classic problem,
based on the topography of the city of Konigsberg, former-
ly in Germany but now known as Kalingrad and part of
Russia. The river Pregel divides the city into two islands
and two banks as shown in Fig 1. The city had seven
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Graph Theory, Konigsberg Problem, Figure 1
nigsberg showing the river, bridges, land areas

bridges connecting the mainland and the islands (repre-
sented by thick lines in the figure). [1,2,3,4]. The problem
asks whether there is a walk that starts at any island, tra-
verses every bridge exactly once, and returns to the start
point.

The solution proposed by a Swiss Mathematician, Leon-
hard Euler, led to the birth of a branch of mathematics
called graph theory which finds applications in areas rang-
ing from engineering to the social sciences. Euler proved
that there is no solution to the problem based on the num-
ber of bridges connecting each land area.

The results from the solution of the Konigsberg problem
have been extended to various concepts in graph theory. In
graph theory a path that starts and ends at the same node
and traverses every edge exactly once is called an Eulerian
circuit. The result obtained in the Konigsberg bridge prob-
lem has been generalized as Euler’s theorem, which states
that a graph has an Eulerian circuit if and only if there are
no nodes of odd degree. Since the graph corresponding to
Konigsberg has four nodes of odd degree, it cannot have
an Eulerian circuit. Subsequently the concept of Eulerian
paths was introduced, which deals with paths that traverse
every edge exactly once. It was proved that such a path
exists in a graph if and only if the number of nodes of odd
degree is 2 [3,4,5,8,9].

While studying the Konigsberg bridge problem, Euler also
observed that the number of bridges at every land area
would add up to twice the number of bridges. This result
came to be known as the hand-shaking lemma in graph the-
ory, which states that the sum of node-degrees in a graph is
equal to twice the number of edges. This result is the first
formulation of a frequently used result in graph theory that
states that the sum of node-degrees in a graph is always
even [8,9].

Historical Background

The Konigsberg bridge problem was formulated based on
the layout of the city of Konigsberg around the river Pregel.
The problem was to find a tour that starts at any point in the
city, crosses each bridge exactly once, and returns to the
starting point. No one succeeded in doing this. A Swiss

po

(8] (>)

Graph Theory, Konigsherg
Problem, Figure 2  Graph
Representation ot the city of
Konigsberg

mathematician, Leonhard Euler formulated this problem

by abstracting the scenario. He formulated the problem as

finding a sequence of letters A, B, C, D (that represent
the land areas) such that the pairs (A,B) and (A,C) appear
twice (thus representing the two bridges between A and

B, and A and C) and the pairs (A,D), (B,D), (C,D) appear

only once (these pairs would represent the bridges between

A and D, B and D, C and D). Euler used a counting argu-

ment to prove that no such sequence exists thus proving

that there the Konigsberg Bridge Problem has no solu-
tion. Euler presented this result in the paper, “The Solu-
tion of Problem Relating to the Geometry of Position” at
the Academy of Sciences of St. Petersburg in 1735. This
paper, in addition to proving the non-existence of solu-
tion to the Konigsberg Bridge Problem, gave some gen-
eral insights into arrangements of bridges and land areas

[5,6,8].

Euler summarized his main conclusions as follows:

1) If there is any land area that is connected by an odd
number of bridges, then a cyclic journey that crosses
each bridge exactly once is impossible.

2) If the number of bridges is odd for exactly two land
areas, then there is a journey that crosses each bridge
exactly once is possible, if it starts at one of these areas
and ends in the other.

3) If there are no land areas that are connected by odd
number of bridges, the journey can start and end at any
land area [8].

Euler gave heuristic reasons for the correctness of the first

conclusion. To complete a cyclic journey around the land

areas, crossing each bridge exactly once, there must be

a bridge to leave the area for every bridge to enter it. This

argument was generalized to the conclusion that a cyclic

journey is possible if every island is connected by an even
number of bridges. Formal proofs for the conclusions were
not proposed until the year 1871, in a posthumous paper by

Carl Hierholzer [2,5].

The paper presented by Euler on the Konigsberg bridge

problem can be considered to mark the birth of graph

theory, in general. Later, a diagrammatic representation
evolved which involved nodes or vertices and the connect-
ing lines that are called edges. Using this representation,

the Konigsberg problem is modeled as shown in Fig. 2.
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b

a
Eulerian Path: Eulerian Cycle:
A-B-C-D-A-C A-B-C-D-A-C-A

Circles, called nodes, represent the islands and the banks
and connecting lines called edges represent the bridges.
The number of edges that are incident on a node is called
the degree of the node [8].

In the Konigsberg bridge problem, the number of bridges
connecting a land area would be the degree of the node
representing the land area.

Scientific Fundamentals

In an undirected graph, a cycle that traverses every edge
exactly once is called an Euler tour or Euler cycle. Any
graph that possesses an Euler cycle is called an eulerian
graph. A path that traverses each edge exactly once with
different starting point and end point is called an euleri-
an path. An undirected multi-graph has an Eulerian circuit
(path) if and only if it is connected and the number of ver-
tices with odd degree is zero (two).

Figure 3 illustrates eulerian path and eulerian cycle in
a graph. In Fig. 3a, an eulerian path exists and it can be
observed that the graph has exactly two, odd degree ver-
tices, which would be the start and end vertices of the eule-
rian path, A-B-C-D-A-C. Figure 3b does not have vertices
with odd degree and has an eulerian cycle whereas Fig. 3c
has neither an eulerian path nor an eulerian cycle.

Finding an Eulerian Circuit in a Graph

The method successively finds cycles in the graph. At each
step the edges that are in the already discovered cycles are
removed and the cycle is spliced with the one discovered in
the previous step. This process is continued until all edges
are exhausted. These basic ideas were formalized into an
algorithm in [10]. The algorithm maintains a list L with
each vertex x such that the kth entry in the list indicates the
vertex to visit when vertex x is reached the kth time.

Algorithm
Step 1: Select any vertex vl. v=vl; k[v] =0 for all ver-
tices v. Label all edges as unvisited.

c

Neither eulerian path
nor cycle exist

Graph Theory, Konigsberg Prob-
lem, Figure 3  lllustration of an
eulerian path and eulerian cycle

Step 2: Select an unvisited edge e incident to v. Mark this
edge “visited”. Let w be the other end vertex of e.
Increment k, by 1 and L,[k,] = w. If w has an unvisit-
ed incident edge, go to step 3. If not, y will be v1. Then,
go to step 4.

Step 3: Set v=w and go to step 2.

Step 4: Find a vertex v1 such that there is at least one vis-
ited edge and one unvisited edge incident at v1. Setv =
vl and go to step 2. If no such vertex exists, go to step
5.

Step 5: To construct the Eulerian circuit, start at v1. First
time a vertex u is reached, proceed to the vertex L, [k, ].
Decrement k,, and continue.

Trace of the algorithm for Figure 4

Stepl: vi=1=v;k,=0forx=1,2,3,4.

Step 2:  Select edge a. w=2; kp = 1; visited(a) = 1.

Step3: v=2; Select edge b. w=3; k3=1; visit-
ed(b)=1.

Step4: v=3; Select edge c. w=4; kg=1; visit-
ed(c) = 1.

Step5: v=4; Select edge d. w=1; k;=1; visit-
ed(d)=1.

Step 6: v=2;

Step 7:  Select edge e; w=4; kg =2; visited(e) = 1

Step8: v=4;

Step 9:  Select edge f; w=2; kp =2; visited(f) =1

Step 10: Construct the cycle as 1-2-4-2-3-4-1.

Key Applications

Eulerian cycles find applications in problems where paths
or cycles need to be found that traverse a set of edges in
a graph. Such problems are generally called edge routing
problems.

Snow Plow Problem

This problem requires finding the least distance route in the
road network that starts and ends at the station so that snow
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can be cleared from the streets at the minimum cost. The
minimum distance route is obviously the eulerian cycle
since this cycle traverses each edge exactly once. Howev-
er, it is unlikely that any real road network would happen
to satisfy the necessary conditions that make it Eulerian. In
that case, the problem moves to the realm of “the Chinese
postman problem” [10,11,12].

Chinese Postman Problem

A postman delivers mail everyday in a network of streets. It
is useful to know whether or not, the postman can traverse
the network and return to the mail station without driving
the length of any street more than once. If the network is
not eulerian, the problem gets modified to the one where it
is required to find the shortest path, which visits each edge
at least once. This problem statement requires a parameter
to be associated with each edge that represents the cost of
traversing that edge. For example, cost can be the repre-
sented in terms of the length of the street, which the edge
represents.

In a non-eulerian graph, the postman’s circuit, shortest or
otherwise, will repeat one or more edges. Every vertex is
entered the same number of times that it is left so that any
vertex of odd degree has at least one incident edge that is
traversed at least twice. Chinese postman problem is for-
mulated as an optimization problem where the total cost of
repeated edges in minimized.

Algorithm

Step 1: Find the shortest path between each pair of odd-
degree.

Step 2: Find the sub-graph G’ with the odd degree ver-
tices.

Step 3: Find the minimum weight matching of all the
edges in G'. The edges in the shortest path connect-
ing a matched pair of odd degree vertices should be
repeated.

Figure 5 shows a sample graph with edge weights and the
Chinese postman algorithm finds the least cost (minimum

edge weight) path in the graph such that every edge is tra-
versed at least once. Table 1 shows the shortest path costs
between every pair of vertices, which is used by the algo-
rithm to find the minimum weight matchings on edges (the
matchings and their costs are listed in Table 2). The algo-
rithm finds that the paths from vertex 1 to vertex 3, and
the path from 2 to 4 must be repeated since this is the
minimum cost matching (cost is 5). The algorithm finds
the optimal route to be 1-2-3-4-2-4-1-3—1 in the graph
shown in Fig. 5.

Capacitated Chinese Postman Problem

This problem arises where each edge has a demand and
vehicles to be routed have finite capacities. For example, in
applications involving road salting in winter season, there
is a limit on the maximum amount of salt that a truck can
carry. The amount of salt required is fixed for a road seg-
ment. The Capacitated Chinese postman problem finds the
sets of routes from a single station that service all the road
segments in the network at a minimal cost and subject to
the constraint that the total demand of each route does not
exceed the capacity of each truck. Christofides’ proposed
an algorithm to solve this problem.

Capacitated Arc Routing Problem

This problem is different from the Capacitated Chinese
postman problem in that demands of some of the road seg-
ments can be zero. This situation can arise in road salting
scenarios where state highways can be used for traveling,
but need not be salted. These edges can be used to traverse
between the edges that require the service.

Both the Capacitated Chinese Postman Problem and
Capacitated Arc Routing Problem are NP-hard [12] and
heuristic methods are normally used to obtain solutions.

Graph Theory

The Konigsberg problem had a powerful impact on mathe-
matics, paving the way for the creation of a new modeling

Graph Theory, Konigsberg Problem,
Table 1  Shortest Path Cost between the
pairs

Graph Theory, Konigsberg Problem,
Table 2 Matchings and Costs

Cost

Matching
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Road Graph with edge weights

theory called graph theory. The applications of graph the-
ory are numerous in science and engineering. A few are
listed below

Graph Theory in Spatial Networks The very fact that
graph theory was born when Euler solved a problem based
on the bridge network of the city of Konigsberg points
to the apparent connection between spatial networks (e. g.
transportation networks) and graphs. In modeling spatial
networks, in addition to nodes and edges, the edges are
usually qualified by adding weights that encode informa-
tion like the length of the road segment that the edge repre-
sents. Connectivity and shortest paths in spatial networks
have been extensively studied using graphs [13].

Graph Theory in Geography Graphs are also widely
applied in geography in the modeling of stream systems.
Streams have been modeled as hierarchical graphs and ran-
dom graphs in the literature [14].

In addition to the applications described above, graphs find
other wide applications, including modeling of social net-
works, molecular structures in Chemistry, computer net-
works, electrical networks and syntax structures in linguis-
tics.

Future Directions

Relationships between eulerian graphs and other graph
properties such as Hamiltonian property are being stud-
ied [7]. Graph, the mathematical model which owes its
origin to Konigsberg bridge problem, is being increasingly
applied to several evolving domains such as spatio-tempo-
ral networks, which has necessitated the incorporation of
temporal dimension in graphs.
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Synonyms

Geographic Resources Analysis Support Software;
GRASS-GIS; Visualization tool

Definition

GRASS-GIS (Geographic Resources Analysis Support
Software) is a powerful open source software for geospa-
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tial analysis and modeling that can manage both raster
and vector data. In addition it supports three dimension-
al modeling with 3D raster voxel or 3D vector data and
contains several image processing modules to manipulate
remote sensing data. It includes visualization tools and
interacts with other related software such as the statisti-
cal software package R, gstat and Quantum GIS. GRASS
supports a wide variety of GIS formats through the use of
the GDAL/OGR library. It also supports Open Geospatial
Consortium (OGC)—conformal Simple Features and can
connect to spatial databases such as PostGIS via ODBC
(Open DataBase Connectivity). GRASS datasets can be
published on the internet with the UMN Mapserver soft-
ware.

The software is published under the terms of the GNU
General Public Licence (GPL). Anyone can access the
source code, the internal structure of the software and the
algorithms used. Therefore any user can improve, modi-
fy or extend the program according to his own needs. No
licence fees have to be paid under the terms of the GPL.
Programmers all over the world contribute to GRASS, one
of the largest Open Source projects in the world with more
than a million lines of source code.

GRASS runs on a variety of platforms including
GNU/Linux, MS-Windows, MacOS X and POSIX compli-
ant systems. It is completely written in C although a Java
version also exists (JGRASS).

Historical Background

The history of GRASS dates back to the early 1980s when
it was developed by the U.S. Army Construction Engineer-
ing Research Laboratory (CERL), Champaign, Illinois,
USA to meet their needs for land management and envi-
ronmental planning tools at military installations. Empha-
sis was placed on raster analysis and image processing
because a principal goal was estimation of the impact of
actions on continuous surfaces like elevation or soils [27]
and there was no adequate raster GIS software on the mar-
ket at that time. Modules for vector processing were added
later.

The first version of GRASS was released in 1984 and
because its development was financed by federal funds,
US law required the release into the public domain. The
complete source code was published on the Internet during
the late eighties, a period during which there was signifi-
cant improvement in its capabilities. CERL withdrew from
GRASS development in 1995 and an international team
took over this task. In 1997, GRASS 4.2 was published by
Baylor University, Waco, Texas, USA. In 1999, GRASS
4.2.1 was released by the Institute of Physical Geogra-
phy and Landscape Ecology, University of Hannover, Ger-

many. Since GRASS version 4.2.1, GRASS has been pub-
lished under the terms of the GPL of the Free Software
Foundation. In 1999 the work on version 5.0 was start-
ed and the headquarters of the “GRASS Developer Team”
moved to the Instituto Trentino di Cultura (ITC-irst), Tren-
to, Italy. GRASS 5.0 was released in 2002, followed by
version 6.0 in March 2005 which included a complete
rewrite of the GRASS vector engine. The current stable
version is 6.2 which was released at the end of October
2006.

GRASS is a founding project of the Open Source Geospa-
tial Foundation (OSGeo) which was established in Febru-
ary 2006 to support and build high-quality open source
geospatial software.

Scientific Fundamentals
Philosophy of GRASS

The most distinguishing feature of GRASS in compari-
son to other GIS software is that the source code can be
explored without restriction so that anyone can study the
algorithms used. This open structure encourages contribu-
tions by the user community to the source code in order to
improve existing features or to extend it in new directions.
For this purpose GRASS provides a GIS library and a free
programming manual, which can be downloaded from the
GRASS project site [ 16]. Under the terms of the GPL these
contributions can not be distributed in proprietary software
unless free access to the source code is granted to the end
user. Any published code which is based on GPL licensed
code must be licensed under the GPL as well.

GRASS offers the user a wide range of GIS functions.
Together with other (free) software tools it provides a com-
plete and powerful GIS software infrastructure at very
low cost. GRASS is available on the project’s homepage.
The design is modular, consisting of more than 350 stand
alone modules which are loaded when they are called into
a GRASS session.

Interoperability: GIS and Analysis Toolchain

GRASS is designed in a way that offers a high level of
robust interoperability with external applications, offering
the user tremendous flexibility and efficiency in accom-
plishing analytic tasks.

Programming and Extending GRASS

GRASS is written in C and comes along with a sophisti-
cated and well documented C/C++ application program-
ming interface (API). As a side benefit of the open source
philosophy, the user has the opportunity to learn how to
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develop new applications by using existing modules as
examples and exploring their source code.

In addition, GRASS functions can be called with high lev-
el programming languages like Python using, for exam-
ple, the GRASS-SWIG (Simplified Wrapper and Interface
Generator) which translates ANSI C/C++ declarations into
multiple languages (Python, Perl). An integrated parser is
provided for scripting languages.

Extensions can be created easily using the extension man-
ager, so that no programming of source code is needed to
build additional GRASS modules. Moreover, this modular
design helps the user to add new contributions to GRASS
without affecting the software suite as a whole.

To automate repeating tasks in GRASS shell scripts can be
written.

Relational Database Management Systems

GRASS can connect directly to relational database man-
agement systems (RDBMS) such as SQlite, MySQL and
PostgreSQL. It supports PostGIS, the spatial extension of
PostgreSQL and can connect to other external RDBMS via
ODBC interface.

Statistical Analysis

R, a software environment for statistical computing and
graphics, can be called within a GRASS session for statis-
tical analysis of geodatasets. Similarly, there is a GRASS
interface to gstat, a multivariable geostatistical model-
ing, prediction and simulation software package. There-
fore gstat and R can access both GRASS raster and vector
datasets for computations within the spatial region defined
in GRASS. This capability creates the potential for both
simple and complex geostatistical analysis as shown by [4]
and [5]. GRASS can import and export Matlab® binary
(.mat) files (version 4) for processing numerical calcula-
tions outside GRASS.

Interoperability with Other GIS Software

GRASS supports nearly all common GIS file formats
enabling the use of other GIS applications or external data-
sources. Its binding to the GDAL/OGR library and the sup-
port of OGC Simple Features ensure that data exchange
between various applications and between multiple users
is straightforward. The internal file structure implement-
ed in GRASS, coupled with UNIX-style permissions and
file locks, allows concurrent access to any project. Several
individuals can share the resources of a single machine and
dataset.

GRASS works closely with Quantum GIS. GRASS mod-
ules are accessible through a GRASS plugin in Quantum
GIS.

2D and 3D Visualization

GRASS comes with fully functional 2D cartography and
3D visualization software (NVIZ). It also interacts with
other software tools to enable production of maps or visu-
alization of geographic data sets. GRASS contains an
export filter for Generic Mapping Tool (GMT) files and
various image formats so that high quality maps for publi-
cation can be generated with external image manipulation
software.

3D vector and raster datasets can be exported from GRASS
as VTK (Visualization ToolKit) files which can be viewed
in Paraview, a large data set visualization software pack-
age. Script files for Povray, a raytracer to design 3D graph-
ics can be produced, as can VRML (Virtual Reality Mod-
eling Language) files. Animations can be built with NVIZ
or the external programs mentioned above.

Web Mapping

The UMN MapServer is able to connect to GRASS and can
read GRASS geodatasets directly. With the help of PyWPS
(Python Web Processing Service, an implementation of the
Web Processing Service standard from the Open Geospa-
tial Consortium) GRASS modules are accessible via web
interface and can serve as a backbone in WebGIS applica-
tions.

Key Applications

GRASS is currently used around the world in academic
and commercial settings as well as by many governmental
agencies and environmental consulting companies. Due to
the wide variety of applications for spatial data analysis,
the following selection gives only a brief overview of sit-
uations where GRASS has been adopted. A collection of
papers highlighting GRASS implementation can be found
here [7].

Archaeology

GIS is of growing importance in this field. In fact GRASS
has been widely used in archaeology to support the sur-
vey of excavation areas or to simulate ancient processes.
GRASS has been used to model the most suitable place to
conduct a survey in the Netherlands by [6]. Based on the
assumption that settlement actions of ancient people show
regional patterns, locations most suitable for archaeologic
sites can be deduced. [11] used artificial neural networks
as a tool to predict archaeological sites in East Germany
and [22] extended GRASS to automate cumulative view-
shed analysis. These examples also shows how the poten-
tial power of GIS increases when the software is modified
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by its users for specific needs. Pedestrian hunters and gath-
erers can be modelled in GRASS using MAGICAL, which
consists of three separate GRASS modules [21] to simulate
multiagent spatial behavior. [24] proposed how a GRASS
based multidimensional GIS framework for archaeological
excavations can be developed.

Biology

[31] used GRASS to model the distribution of three bird
species in north-east England using a Bayesian rule-based
approach. They linked data about habitat preferences and
life-history of the birds against physiogeographic and
satellite data using GRASS.

On the Iberian Peninsula [15] used GRASS to model
the potential area of Pinus sylvestris. They predicted the
habitat suitability with a machine learning software suite
in GRASS incorporating three learning techniques (Tree-
based Classification, Neural Networks and Random For-
est) in their GIS-based analysis. All three techniques show
a larger potential area of P. sylvestris than the present mod-
el. In the Rocky Mountains National Park tree population
parameters have been modeled by [2] for the forest-tundra
ecotone.

Environmental Modeling

GRASS is widely used in environmental modeling because
of its strong raster and voxel processing capabilities. It
offers a variety of techniques to conduct environmental
modeling as described in [25]. Besides the use of cus-
tom-written models, GRASS includes a large number of
models already implemented that can be used for hydro-
logical analysis (Topmodel, SWAT, Storm Water Runoff,
CASC2D), watershed calculations and floodplain analy-
sis as well as erosion modeling (ANSWERS, AGNPS 5.0,
KINEROS). Models for landscape ecological analysis and
wildfire spread simulation also exist within GRASS.

Geography (Human/Physical)

GIS is used in a wide range of analyzes in human and phys-
ical geography because both subjects make extensive use
of geodata or spatial geodatabases. GRASS is the GIS soft-
ware of choice in many geographic surveys worldwide.

Geology/Planetary Geology

[20] used a digital elevation model (DEM) and a logi-
cal model of the geological structure to derive the surface
boundaries of each geologic unit in their study area locat-
ed in the Izumi mountain range. From these data they built
a 3D model of the local geology.

GRASS has also been used in planetary geology. [13] iden-
tified Wrinkle Ridges on Mars which can be an evidence
of existing subsurface ice on the planet. They used Mars
MGS and Viking Mission data to perform their study. The
mapping of geologic features from Mars data was done
by [10]. The authors detected tectonic surface faults and
assigned them to a geologic Mars region. The ability to
import the raw data from various Mars datasets and to
reproject them quickly and accurately is seen as a great
benefit by the authors.

Geomorphology / Geomorphometry

Modules for surface analyzes in GRASS offer the possibil-
ity to derive terrain parameters like slope, aspect, pcurve
and tcurve in one step. [3] has shown how the geomor-
phology of a exemplary study area in Kosovo can be sta-
tistically analysed with GRASS and R. From a subset
of GTOPO30 elevation data he performed various statis-
tic computations on selected relief parameters leading to
a classification of geomorphologic units. [17] has used the
combination of GRASS and R to perform morphomet-
ric analysis of a mountainous terrain in Brazil. With this
package he derived morphometric parameters (hypsome-
try, slope, aspect, swat profiles, lineament and drainage
density, surface roughness, isobase and hydraulic gradient)
from DEMs and analysed these parameters statistically.
GRASS has also been used to define landslide suscepti-
bility areas by [8]. They used a combination of GRASS
with the gawk programming language to create land-
slide susceptibility maps of Parma River basin in Italy.
They showed that very large datasets can be processed in
GRASS quickly without problems.

The characterization of landscape units which are not only
used in geomorpholgy but also in other scientific fields
such as soil science and environmental modeling has ben-
efited tremendously from GRASS in the past.

Geostatistics

[5] used a combination of GRASS, R and PostgreSQL to
analyze various geodatasets. They showed that these tech-
niques provide a powerful toolbox to analyze natural phe-
nomena as well as socio-economic data.

Hydrologic Modeling

Hydrologic models like the USDA-Water Erosion Predic-
tion Project (WEPP) model can be easily parameterized
with GRASS as shown by [30]. [9] calculated a more
appropriate flow time as an input for the flow analysis of
a river in East Germany based on WaSiM-ETH. Besides
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the existing models incorporated in GRASS, custom-writ-
ten models can be created as shown by [12]. They incor-
porated a Soil Moisture Routing model which combines
elevation, soil and landuse data and predicts soil mois-
ture, evapotranspiration, saturation-excess overland flow
and interflow for a watershed.

Oceanography

For nautical hydrographic surveys GRASS offers some
helpful modules to generate bathymetric surfaces by the
interpolation of sounding data. [19] built up an environ-
mental GIS database for the White Sea based on GRASS
incorporating several hydrological and chemical parame-
ters to validate numerical ecosystem modeling with the
purpose to evaluate effects of climate change and human
impact on this ecosystem.

Landscape Epidemiology and Public Health

With the help of GIS the spread of epidemics can be
analysed or predicted. The outbreak of avian influenza in
northern Italy in winter 1999-2000 was examined by [23].
GRASS and R were used to map the distribution of the
outbreaks of highly pathogenic avian influenza which was
caused by a H7N1 subtype virus.

To predict the risk of Lyme Disease for the Italian province
of Trento GRASS has been used in several studies. The
distribution of ticks infected with Borrelia burgdorferi s.1.
was analysed by [28] with a bootstrap aggregation mod-
el of tree based classifiers in GRASS. The occurrence
of ticks were cross-correlated with environmental data in
GIS. [14] developed a spatial model of the probability of
tick presence using machine learning techniques incorpo-
rated in GRASS and R.

A combination of GRASS, Mapserver and R is used by the
Public health Applications in Remote Sensing (PHAiRS)
NASA REASoN project. The objective of this project is to
offer federal state and local government agencies dynamic
information that might impact the spread of illnesses. Envi-
ronmental and atmospheric conditions which affect public
health are derived from NASA data sets and presented in
a way that local public health officials can use them for
decision making.

Remote Sensing

GRASS with its sophisticated raster processing capability
and the already implemented image processing modules
offer the user sophisticated tools for processing remote
sensing data at low cost. The existing modules include
functions for image preparation, image classification and

image ratios. The software has also some functions for cre-
ating orthophotos and image enhancement. [26] give an
overview of the tools for image processing in GRASS.
The potential to detect objects from airborne Laser Scan-
ning data for urban mapping is described in [18].

Soil Science

GRASS is used in this field for several tasks because sev-
eral useful tools have been developed by soil scientists.
Terrain parameters are important input to soil modeling
and are widely used to assist in the mapping of soil proper-
ties. The aspect angle is commonly used by soil scientists
as a proxy for the variation in surface moisture. Togeth-
er with climatic data it is possible to derive a quantitative
model of the surface soil moisture status of a landscape.
The components of the solar radiation budget for each cell
can be computed by GRASS using modules where site spe-
cific solar radiation is considered. [29] improved the pre-
dictive potential of pedotransfer functions. These are the
basis of some hydrologic models with which soil hydraulic
behavior can be characterized on a large scale. These ter-
rain parameters included topographic information that was
processed with the help of GRASS.

[1] derived a three dimensional continuous soil model with
the help of GRASS. He used fuzzy sets to represent soil-
landscape relations as fuzzy rules. With these rules he
examined landscape information data which led to a three
dimensional soil model.

Education

The GRASS community actively promotes the teaching
of GRASS and other FOSSGIS (Free and Open Source
Software GIS) programs to train the next generation in
these forward looking techniques. Educational materials
are available on the GRASS wiki.

Future Directions

The ongoing development of GRASS as a native Win-
dows application and the implementation of a new unified
Graphical User Interface for Linux, Mac, Windows and
Unix using WxWidgets and Python will certainly increase
distribution and use of the program. The prototype code
is already written and is being tested. Its advantages in
modeling, price and adaptability makes GRASS a strong
alternative to other GIS software. Increasing popularity
will logically lead to increased development efforts for the
software. More people will contribute to the source code,
bugtracking and documentation. GRASS has already some
innovative functions implemented (e. g. functions for net-
work analysis like shortest path, route planing), waiting for
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new applications to be developed on top. For 3D modeling
the infrastructure and modules are in place for raster, vec-
tor and site data leading to an increasing usage in spatial
modeling.
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Synonyms

Computational grid; Data grid; Computational infrastruc-
ture

Definition

Grid computing is a model for organizing large-scale com-
putation and data management such that process execution
tasks are distributed across many network computers, and
data transmission occurs over high-speed parallel network
connections, in a system that resembles parallel computer
architecture. Grids rely on “resource virtualization”, that
is, organize different locally-managed processing and data
nodes as relatively homogeneous “grid resources” that fol-
low open standards and enable quality of service through
resource sharing and service-level agreements.

Main Text

Grid computing is defined via a series of specifications
being developed within the Open Grid Forum (OGF),
a collaboration between industry and academia. Globus
Toolkit is a middleware component implementing OGF
standards. Initial ideas of grids, and grid service speci-
fications, have been explored in seminal articles by lan
Foster, Carl Kesselman and Steve Tuecke. In recent years,
grid services and open grid services architecture (OGSA)
have evolved towards better compatibility with web ser-
vices and service-oriented architecture principles. The
Web Service Resource Framework (WSRF) is a set of web
service specifications describing OGSA implementation
using web services.

Several research projects have applied grid computing
principles to spatial information processing. In particu-
lar, they include development of stateful grid services for
assembling thematic maps within the Geosciences Net-
work (GEON) project (support for stateful services envi-
ronment is a distinct feature of grid services compared with
web services). Another direction is relegating spatial infor-
mation processing to P2P networks, in particular, devel-
opment of decentralized indexing and routing techniques

for spatial data. The goal is to enable dynamic insertion or
deletion of spatial information so that processing is adjust-
ed to the set of currently available nodes in a P2P network.
Grids can primarily focus on aggregating processing pow-
er of distributed computers (computational grids), or on
secure management and sharing of large data volumes
(data grids), or on remote control of scientific instruments
(equipment grids). However, many grid implementations
share features of all the three types.
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Synonyms

Geospatial data grid; Geospatial computing grid; Geospa-
tial computational grid; Grid computing; Distributed com-
puting

Definition

Geospatial grid refers to the grid, an emerging cyberin-
frastructure, dealing with geospatial information (aka spa-
tial information grid). The geospatial grid includes geospa-
tial data grids (GDGs) and geospatial computational grids
(GCGs) [1,2]. A geospatial grid leverages geospatial stan-
dards and interfaces to handle geospatial data, information,
and processes. A GDG is used for registering, managing,
retrieving, and securely copying and moving geospatial
data and its replicas among data centers distributed around
the world. A GCG focuses on processing and analyzing
geospatial data and their replicas by utilizing distributed
geospatial resources in the grid environment. Both GDG
and GCG are based on the fundamental grid standards,
the Open Grid Services Architecture (OGSA) and the Web
Service Resource Framework (WSRF) [3]. A geospatial
grid is an advanced, open, service-oriented, and distributed
geospatial data and computing system. Figure 1 in the later
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of the paper illustrates an integrated system of a geospatial
data grid and a geospatial computing grid. Geospatial grid
services can be combined to form a service chain, which
acts as a new grid service, for providing new geospatial
functions. Geospatial semantic grid and geospatial knowl-
edge grid are used to refer to the application of ontology
and artificial intelligence to geospatial grids.

Historical Background

The grid is used for the next generation data- and
computing-intensive information infrastructure providing
a number of new capabilities that emerged in the late
1990s [4]. The Globus Toolkit, including (a) security,
(b) data management, (c) information services, (d) execu-
tion management, is a de facto standard middleware for
implementing grids. The grid was applied to many disci-
plines and research areas, such as the the Earth System
Grid (ESG) project for Earth science [5], the Grid Physics
Network and the Particle Physics Data Grid projects for
physics [6,7]; Austria’s BioGrid, the United States’ Bio-
portal, Europe’s Bioinformatics Grid, and South Africa’s
National Bioinformatics Grid projects for bioinformatics;
and the National Virtual Observatory (NVO) for astrono-
my [8]. The application of the grid in geospatial field orig-
inates the term geospatial grid.

In 2001, the Chinese Ministry Of Science and Technol-
ogy (MOST) sponsored a spatial information grid. The
San Diego Super Computing Center developed the Spa-
tial Resource Broker for constructing a geospatial data
grid. In the early 2000s, the National Science Foundation
(NSF) supported several geospatial-related information
technology researches, such as the Geosience Network
(GEON) (www.geongrid.org/) and Network for Earth-
quake Engineering Simulation (NEES) (www.nees.org/).
Di [1,2] introduced the concept of a geospatial grid in
2004 through the project on “The Integration of Grid
and OGC (Open Geospatial Consortium) (IGO) Technolo-
gies for Earth Science Modeling and Applications” spon-
sored by the National Aeronautics and Space Administra-
tion (NASA) Advanced Information System Technology
(AIST) Program. Following these activities, the geospa-
tial grid concept was used in many journal and conference
papers [2,10].

The IGO project addressed how to effectively and effi-
ciently share, process, visualize, and serve geospatial
resources using grid technology and OGC web services
standards. In the project, a number of OGC web ser-
vices were implemented as grid services and deployed
in the Globus-based grid environment. Those OGC ser-
vices included the web mapping service (WMS), the web
coverage service (WCS), the catalogue service/web pro-

file (CS/W), the web image classification service (WICS),
and the web coordinate transform service (WCTS). They
formed the foundation of the geospatial grid for provid-
ing basic geospatial functions such as registration, updat-
ing and retrieval of geospatial data and services, and sub-
setting, reprojection, reformatting, resampling, and visu-
alization of distributed geospatial data. In addition to ful-
ly integrating grid services from the Globus Toolkit into
the geospatial grid, a number of new generic grid services
have also been devised and implemented to strengthen the
geospatial grid.

Scientific Fundamentals

The geospatial grid provides a promising mechanism to
share worldwide huge volumes of heterogeneous geospa-
tial computing and data resources to facilitate important
research programs, such as climate change, weather fore-
casting, and natural hazard prediction. To take full advan-
tages of grid technology for effectively sharing distributed
geospatial resources and facilitating their interoperability,
a geospatial grid must be established following geospatial
and Grid technology standards.

A geospatial data grid is for managing and sharing large
volumes of geospatial data. The top level of a GDG archi-
tecture consists mainly of such grid services as a secure
data transfer service (GridFTP), a data replica service
(DRS), a replica location service (RLS), and a reliable
file transfer service (RFT). A geospatial computational
grid (GCG) is focused on the sharing and utilization of
geospatial computing capabilities. It provides distributed
supercomputing, high-throughput, on-demand, data-inten-
sive and collaborative computing. Most of the geospatial-
related applications demonstrate a tremendous appetite for
computational resources (CPU, memory, storage, etc.) that
cannot be met in a timely fashion by expected growth in
single-system performance. OGC web service standards
play a very important role in a GCG. (Fig. 1).

The architecture includes a geospatial data grid and
a geospatial computational grid. Grid computing infras-
tructure consists of the popular grid middleware: Globus
Toolkit and Condor. Geospatial management and serv-
ing grid services can be developed using geospatial web
services and other geospatial services, e.g., Geograph-
ic Resources Analysis Support System (GRASS), and
following both grid standards and geospatial standards.
A geospatial grid catalogue service can be developed
following the geospatial catalogue standard for register-
ing and querying geospatial grid services in the grid
environment. A grid retrieval mediator can be designed
to coordinate the user’s query for multiple catalogue
services and data replica index services. All geospatial
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data/information and grid services are registered to cata-
log services. Geospatial data/information serving media-
tors are used to coordinate users’ requests among all grid
services and send each request to the grid services with
best performance. Optimized grid service can be a pure
grid service and implemented based on grid software. All
components in the geospatial grid are grid service-orient-
ed. A service to manage job submission [e. g., Web Ser-
vice Globus Resource Allocation Manager (WS GRAM)]
and schedule grid services (e. g., Condor) can be used to
manage all submitted jobs.

Prototype

OGC has developed a set of widely accepted spatial web
services for geospatial interoperability, such as the WMS,
WCS, and CS/W specifications. Currently, numerous ser-
vices complying with those specifications have been devel-
oped and deployed worldwide [10]. By adopting OGC
specifications and providing OGC services in the grid envi-
ronment, the geospatial grid not only extends the grid capa-
bilities to geospatial disciplines and enrich the grid com-
puting technology, but it also makes it possible to easi-
ly use the newest computer technology available and to
resolve some large geospatial questions that are difficult to
resolve without the geospatial grid.

Figure 2 is the architecture and dataflow diagram of a stan-
dards-compliant geospatial grid system prototype. The
prototype consists of three tiers: the user tier, the OGC
tier, and the grid tier [11]. The OGC tier provides OGC-

compliant clients with standard OGC interfaces that are
supported by grid technology. To an OGC client, this tier
acts as a set of OGC compliant servers, but to the grid
tier, the OGC tier operates as an authorized user of the
grid tier. Any user request compliant with OGC standards
can be submitted through these interfaces and processed
through grid computing resources. The grid tier provides
grid users with standard grid service interfaces. Any autho-
rized grid user in a virtual organization (VO) can access
any grid resources in the same VO or any other authorized
VO. Therefore, the geospatial grid hides the complexity of
the grid and the managed resources. It provides standards-
compliant interfaces for geospatial users and gives them
transparent access to grid-enabled distributed resources.

The OGC Standard-compliant web portals, including
a CS/W portal, a WCS portal and a WMS portal, are based
on grid technology. Through those portals, any OGC-com-
pliant clients can use all the resources managed by the grid.
Grid enabled GSW (GCS/W) [12] is based on the OGC
catalog service specification. The information model of
OGC CS/W has been extended to satisfy the require-
ment for describing Earth observation data while comply-
ing with the International Organization for Standardization
(ISO), the Federal Geographic Data Committee ( FGDC),
and NASA EOS (Earth Observation System) Core System
(ECS) metadata standards [13]. The Grid-Enabled Catalog
Service Federation (GCSF) acts as the catalogue mediator.
It aims to federate different catalog services into one log-
ical service that provides a standard uniform interface to
users. The GCSF is designed to integrate all grid-enabled
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catalog services within a Virtual Organization (VO). In the
prototype system, the GCSF has federated the ESG catalog
services from LLNL (Lawrence Livermore National Lab-
oratory), GCS/W from CSISS at GMU, and NASA ECHO
(EOS ClearingHOuse). The GCSF mainly maps metada-
ta, transfers protocol-based XML documents, and merges
results.

The grid-enabled web coverage service (GWCS) can be
accessed indirectly by any OGC user through the WCS
portal and directly by authorized grid users. The main
customizable data access interface of GWCS is getCov-
erage. GWCS contains some built-in geoprocessing func-
tions, such as subsetting, reprojection, reformatting, and
georectification. These functions provide flexible opera-
tions with which the users can customize their desired
data. The grid-enabled web mapping service (GWMS), on
users’ requests, dynamically produces static maps from
spatially referenced geospatial data managed by the grid.

The getMap operation is grid-enabled to produce maps
in the formats of PNG (Portable Network Graphics), GIF
(Graphics Interchange Format), or JPEG (Join Photo-
graphic Experts Group).

With the grid computing infrastructure, all OGC standard
interfaces are implemented in the prototype system. By
collaborating with the intelligent grid service mediator
(IGSM), the replica and optimized service (ROS) and the
data transfer service (DTS), accelerated processing speed,
better serving performance, and data quality are obtained.
The intelligent grid service mediator (iGSM) is a grid
service. It receives and responds to user requests from
the OGC WCS/WMS portal, and mediates the received
user requests among ROS, DTS, GCS/W, GWCS, and
GWMS. The iGSM service sends the user request, includ-
ing the logical data address, to ROS to get back the best
performing service that serves real data. If no service is
returned by ROS, iGSM will query GCS/W to get all
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the GWCS/GWMS services in the VO and all replicas
of the required data and then select the best service to
serve the data with the best performance. When data trans-
fer between two machines in the VO is required, DTS is
invoked with the authentication operation.

ROS is used to optimize user requests for data and ser-
vices based on the grid technology. It provides a mech-
anism for managing grid-enabled geospatial data repli-
cas and the best service and data selection mechanism.
It integrates the Globus Toolkit’s IndexService and Repli-
ca Location Service (RLS). The IndexService is used to
obtain dynamic information for every machine that hosts
GWCS/GWMS. Meanwhile, RLS manages all distribut-
ed replicas of every registered geospatial data item. ROS
will identify all machines that can serve the data the user
requires and then select the one most appropriate for their
current resources available, e. g., CPU, memory, storage.
DTS works as a grid service to be invoked by other
grid services when secure data transfer between different
machines in the same VO or a different VO is needed. This
data transfer is secured strictly through the grid security
infrastructure (GSI). Both a user certificate and a host cer-
tificate are involved in identifying the authorization and
authentication. It is based on the GridFTP, which is a com-
mand line component of the Globus Toolkit. Grid-enabled
RLS (GridRLS), is based on the Globus RLS and is a grid
service that enables RLS to orchestrate with any other grid
services. RLS is a component of the Globus Toolkit. It can
be run from the command line, but it cannot be run as a grid
service in a Globus Toolkit 3.0 or above environment.

Key Applications

The geospatial grid can be applied in many geospatial sci-
ence domains for large-scale data- and computing-inten-
sive research and applications to acquire data, deploy ser-
vices, construct models, execute workflows, and dissemi-
nate results. Some applications are global climate change,
weather forecasting, crop yield, natural hazard, and air
quality, etc.

Global Climate Change

Global climate change is a change in the long-term weath-
er patterns that characterize the regions of the world.
Research on global climate change requires analysis of
large volumes of historical and current data from sensors
aboard various platforms in addition to field observations.
Computing-intensive models are routinely used in such
research. The required massive quantities of geospatial
data and large computing capabilities can be made avail-
able through the geospatial grid.

Geospatial Product Virtualization

In the geospatial grid, users can register their own geospa-
tial grid services in the system catalog. They can use exist-
ing grid services to construct service chain to express
geoprocessing workflows and register the workflows into
the catalog as virtual geospatial products [14]. The vir-
tual geospatial products can be materialized by executing
the workflows in the grid-enabled workflow engine when
users request them. The workflow associated with a virtual
geospatial product can be considered to be a new grid ser-
vice that can be chained into another workflow. For exam-
ple, in calculating landslide susceptibility, a user can cre-
ate Slope and Aspect grid services and register them into
the catalogue. Then, the user can compose a landslide sus-
ceptibility workflow based on the Slope service, Aspect
service, GCS/W, GWCS, and GWCTS. The composition
of the workflow is based on users’ knowledge: GCS/W
can help users to find the digital elevation model (DEM)
data they need, and GWCS can serve this DEM data to the
Slope and Aspect services. The intermediate results pro-
duced can be further processed through the landslide sus-
ceptibility service, and finally, the landslide susceptibility
parameters can be obtained for landslide forecasting [14].

Future Directions

The advancement of information technology has meant
the accumulation of increasing amount of digitized
data/information/knowledge (DIK), of which 80% are
geospatially related. Currently both DIK and comput-
ing resources are not fully utilized. It is expected that
research facilitating the application of grid technology to
derive DIK, especially geospatial, will become increasing-
ly important.

The grid-enabled collaborative and intelligent environ-
ments for geospatial computing and modeling that can
handle huge amount of shared geospatial resources will
be a focus of future research. Ontology-driven seman-
tic workflow is a key technology for modeling geospatial
applications in the Geospatial Grid.

The Geospatial Grid not only offers conventional functions
of geographical information systems, it also provides an
open, ubiquitous and intelligent platform for authorized
users to share their knowledge and innovative ideas with
the community and quickly convert the knowledge and
ideas into operational capabilities within the Geospatial
Grid.
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