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EFFECTS IN PHOTOACOUSTIC TRACE GAS SENSORS*
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Abstract. We introduce the first two-way coupled model for the thermo-viscous damping of a
mechanical structure (such as quartz tuning fork) that is forced by the weak acoustic and thermal
waves generated when a laser source periodically interacts with a trace gas. The model is based on a
Helmholtz system of thermo-visco-acoustic equations in the fluid, together with a system of equations
for the temperature and the displacement of the structure. These two subsystems are coupled across
the fluid-structure interface via several conditions. With this model, the user specifies the geometry of
the structure and the viscous and thermal parameters of the fluid, and the model outputs an effective
damping parameter and a signal strength that is proportional to the concentration of the trace gas.
This new model is a significant improvement over existing one-way coupled models in which damping
effects are incorporated via a priori laboratory measurements. Analytical solutions derived for an
annular structure show reasonable agreement between the one-way and two-way coupled models at
higher ambient pressures. However, at low ambient pressure the one-way coupled model does not
adequately capture thermo-viscous effects.

Key words. trace-gas sensors, photoacoustic spectroscopy, visco-thermo-acoustics, viscous
damping, two-way coupled models
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1. Introduction. In this paper we introduce a two-way coupled model for the
resonant vibration of a mechanical structure that is forced by a thermo-acoustic wave
in a viscous fluid. We developed this model to improve upon more commonly used
one-way coupled models for photoacoustic trace gas sensors that employ a quartz
tuning fork (QTF) to detect the weak acoustic and thermal waves generated when
a modulated laser interacts with a trace gas. The new model incorporates viscous
damping for sensors with arbitrary geometry, thus avoiding the need for a priori
laboratory measurements of the effective damping in particular tuning forks.

Quartz Enhanced Photoacoustic Spectroscopy (QEPAS) [21, 42] is a trace gas
sensing technique for the detection of harmful gases such as carbon monoxide in
industrial workplaces, environmental pollutants such as ammonia, and greenhouse
gases such as carbon dioxide. The diagnosis of diseases is also expected to benefit
from breath analyzers that will replace or supplement invasive blood testing and biop-
sies [29, 41]. Large-scale adoption of such trace gas sensors requires systems that are
compact, portable, efficient, sensitive, spectrally selective, cost-effective, and highly
reliable. QEPAS sensors have many of these characteristics [42]. In particular, they
can be as small as several cubic millimeters, whereas sensors based on other sensi-
tive spectroscopic techniques require large cell volumes of tens to hundreds of cubic
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MODELING OF TRACE GAS SENSORS 1075

centimeters. Although the modeling of trace gas sensors is our primary motivation, the
two-way coupled model introduced in this paper may be useful for other applications
that involve interactions between thermo-visco-acoustic fluids and mechanical struc-
tures. Examples of such applications include the study of thermal phenomena near
thin bodies [26], the design of hearing aid transducers and micro-electrical-mechanical
devices [10], and highly sensitive chemical sensors based on microcantilevers that can
sense mass changes in the picogram range due to chemical reactions [11].

With photoacoustic spectroscopy, when optical radiation from a laser is absorbed
by a trace gas, the gas molecules release their excess vibrational energy in the form
of heat. By sinusoidally modulating the interaction between the laser radiation
and the trace gas, a thermal diffusion wave is generated in the fluid. In addition,
vibrational-to-translational energy conversion processes at the molecular level
generate an acoustic pressure wave. In a QEPAS sensor, the acoustic pressure wave
induces a mechanical vibration of a quartz tuning fork (QTF), which is in turn
converted to an electric current via the piezoelectric effect in quartz. Even though the
acoustic wave is extremely weak, the QTF has a sharp resonance that significantly
amplifies the signal. Therefore, the piezoelectric current can be detected by choosing
the modulation frequency of the laser to precisely agree with a resonance frequency
of the QTF vibration. Since the entire process is linear, the amplitude of the received
electrical signal is proportional to the concentration of the trace gas. QEPAS sensors
often also include a microresonator that further increases sensitivity by amplifying
the acoustic pressure wave by a factor of about thirty [12]. If the ambient pressure
is sufficiently low and the laser source is positioned close enough to the QTF, the
thermal diffusion wave can dominate the acoustic pressure wave on the surface of the
QTF. In this situation, the QTF directly detects the thermal wave in a process called
Resonant OptoThermoAcoustic DEtection (ROTADE) [22, 35]. Since the lines in the
absorption spectrum become more distinct as the ambient pressure is lowered, RO-
TADE sensors provide more wavelength selectivity than do QEPAS sensors. Recent
experimental research on QEPAS sensors has been focused on increasing sensitivity by
using custom-made tuning forks with different geometric parameters and employing
novel experimental designs such as aligning the laser beam close to one tine of the
tuning fork, or using two lasers, each with their own microresonator [13, 27, 33].

Current analytical and computational models of QEPAS and ROTADE systems
involve one-way coupling from fluid variables to the structural displacement [3, 15,
34, 35, 39]. Damping effects are incorporated into the model in an ad hoc manner
that requires a priori laboratory measurements of the Q-factor of the system. To
experimentally determine the Q-factor, the driving frequency, \omega , is varied about the
undamped (vacuum) resonance frequency, \omega 0, and the output electrical current is
measured as a function of \omega [24]. The resulting resonance curve is narrower when
the damping is smaller. The Q-factor is then defined in terms of the resonance curve
using the formula

(1.1) Q=
\omega 0

\Delta \omega \surd 
2

,

where \Delta \omega \surd 
2 denotes the full width at 1/

\surd 
2 of the maximum value of the resonance.

For one-way coupled models, good agreement has been obtained with experimental
systems for which the Q-factor is known and which are operated at higher ambient
pressure values. However, it has not been possible to obtain agreement when visco-
thermal effects play a more prominent role, such as when the QTF and microresonator
are in close proximity to each other or the system is operated at low ambient pressures
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1076 A. MOZUMDER, A. SAFIN, S. E. MINKOFF, AND J. ZWECK

[14, 39]. Most importantly, one-way coupled numerical models do not allow for the
optimization of the sensitivity of the sensor as a function of QTF geometry.

To address these deficiencies, experimentalists have gathered data from a wide
range of tuning fork designs, and theoreticians have developed analytical formulae for
the Q-factors of cantilevers and tuning forks. Specifically, via experimental analysis
Patimisco et al. [32] developed rules that indicate how the Q-factor varies as the
dimensions of the tuning fork change. The main source of damping in a QTF is viscous
damping due to the motion of the tines through the viscous fluid [31]. Aoust et al. [1]
derived an analytical formula for the Q-factor due to viscous damping in terms of the
fluid density and viscosity and the geometric and mechanical parameters of the QTF.
Despite making several simplifying assumptions, they obtained good agreement with
experimentally measured Q-factors over a wide range of ambient pressures.

In this paper we introduce the first two-way coupled model for both QEPAS and
ROTADE sensors that more realistically incorporates the effects of viscous damping.
The model is based on systems of Helmholtz equations for the acoustic pressure,
temperature, and velocity in the fluid, as well as the temperature and displacement
of the structure coupled via conditions on the fluid-structure interface. With this
approach, the user specifies the geometry of the structure and the viscous and thermal
parameters of the fluid, while the Q-factor and signal strength are both outputs of
the model. Consequently, one can accurately model arbitrary tuning forks and novel
geometric configurations including the case in which the QTF and microresonator are
in close proximity to each other.

The two-way coupled model is based on a system of equations originally derived
by Morse and Ingard [30] for the temperature, pressure, and velocity of the fluid,
together with standard equations for the temperature and displacement of the struc-
ture. Cao and Diebold [7] derived a spherically symmetric analytical solution to the
pressure-temperature subsystem of the Morse--Ingard equations in their study of the
effects that heat conduction and fluid viscosity have on the acoustic wave produced
by laser irradiation of a water droplet. Using a different approach, Kaderli et al.
[18] derived an analytical solution for the pressure-temperature subsystem in a spe-
cial case with cylindrical symmetry, which they used to study how the interaction
between the pressure and temperature near a fluid-structure interface gives rise to a
thermal boundary layer that affects the diffusion of heat into the structure. Kaderli
et al. showed that near the interface, the temperature in the structure can be at least
an order of magnitude larger than that computed using a simpler model in which
the temperature in the fluid is governed by the heat equation. However, they did
not model the temperature and displacement of the structure to investigate the effect
that the thermal boundary layer has on the sensor performance.

Brennan and Kirby [5] established the coercivity and well-posedness of the
pressure-temperature subsystem and proved optimal error estimates for standard
Galerkin finite elements. They also presented a data-dependent block preconditioner
with superior performance over classical preconditioning techniques such as the block
Jacobi and Gauss--Seidel methods. By slightly reformulating the pressure-temperature
subsystem, Kirby and Coogan [19] rigorously established an eigenvalue clustering re-
sult for the associated block preconditioners. They obtained mesh-independent results
that in practice require many fewer iterations than are required for the system stud-
ied in [5]. Safin, Minkoff, and Zweck [38, 39] moved beyond the pressure-temperature
system in the fluid by proposing a one-way coupled model in which the fluid pressure
and the temperature variation in the QTF drive the deformation of the QTF, and ad
hoc damping is incorporated using experimentally measured values of the Q-factor
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MODELING OF TRACE GAS SENSORS 1077

of the QTF. By solving the equations using the finite element method and a custom
preconditioner, they were able to compare the results of their numerical simulations to
experimental results of Kosterev and Doty (see [22, 23]), who measured how the piezo-
electric signal varies with respect to the position of the laser beam. At high ambient
pressure, they obtained excellent agreement between the numerical and experimen-
tal results, with at most a 10\% discrepancy in regions with strong signal. However,
at low ambient pressure, they were only able to obtain quantitative agreement with
experiments by normalizing the contributions due to the acoustic and thermal compo-
nents of the signal. The results we present here suggest that this deficiency with the
one-way model at low ambient pressure is likely due to the manner in which damping
was implemented.

To increase understanding of the coupling mechanisms in the two-way model, we
derive an analytical solution to the model in the special case that the structure is a
two-dimensional annulus instead of a QTF. Although the annular geometry is quite
different from that of the QTF in a trace gas sensor, the numerical results we obtain
shed light on the differences between the damping effects obtained when using the
one-way and two-way coupled models. By computing the ad hoc damping parameter
in the one-way model from the resonance curve for the displacement of the structure
we can compare the signal strengths obtained using the two models. Our numerical
results confirm that the one-way coupled model does not adequately capture viscous
damping effects in regimes where visco-thermal effects play a more prominent role.
These results provide further impetus for the development of more efficient numerical
methods for the two-way coupled model.

In section 2 we briefly review the one-way coupled model previously introduced
by Safin, Zweck, and Minkoff [39] and formulate the two-way coupled model. In
section 3 we derive an analytic solution of the two-way coupled model in a special
case in which the structure is an annulus. In section 4 we present the numerical results
obtained in the special case of annular geometry, using both the analytical solution
and a finite-element implementation that we discuss in the appendix.

2. Mathematical model. In subsection 2.2, we introduce the first two-way
coupled model for a photoacoustic trace gas sensor that uses a QTF to detect the
weak visco-thermo-acoustic wave generated by the periodic interaction between a laser
heat source and a trace gas. With this model, temperature and pressure fluctuations
in the fluid are coupled to the elastic deformation of the mechanical structure via
conditions imposed on the fluid-structure interface. The two-way coupled model is
an improvement over previous one-way models [15, 34, 39] in which there was no
feedback from the structure to the fluid. In subsection 2.1 we briefly describe the
one-way coupled model developed by Safin, Zweck, and Minkoff [39] which we build
on for the two-way coupled model.

We formulate both models in terms of a fluid domain, \Omega F , and a structural
domain, \Omega S . We decompose the boundary of the structural domain as \partial \Omega S = \partial \Omega Free

S \cup 
\partial \Omega Fixed

S , where \partial \Omega Free
S is the portion of the boundary that is free to vibrate and \partial \Omega Fixed

S

is the portion that is clamped. We let \partial \Omega FS denote the fluid-structure interface.
For the numerical results in this paper, we choose the fluid domain to be a two-
dimensional disc of radius, R1, and the structural domain to be an annulus with
inner radius, R1, and outer radius, R2 (see Figure 1). The inner boundary of the
annulus is free to vibrate and the outer portion is fixed. A radially symmetric source
function is positioned at the center of the disc. For QEPAS and ROTADE sensors,
the concentration of the trace gas is proportional to the amplitude of vibration of

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

06
/1

1/
23

 to
 1

29
.1

10
.2

42
.5

0 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



1078 A. MOZUMDER, A. SAFIN, S. E. MINKOFF, AND J. ZWECK

x

y

er

r

eq

q

A

WF

WS

WFree
S

WFS

WFixed
S R1

R2

Figure 2: Cross section of a cylindrical fluid domain ( white disc ), WF, surrounded by a tubular
structural domain ( yellow annulus ), WS.

4.1 Geometry and the fluid equations

To facilitate the derivation of an analytical solution to the Helmholtz system of PDE’s and the bound-
ary and the interface conditions summarized in Tables 1 and 2, we consider the special case in
which the fluid domain, WF, is an infinite solid cylinder of radius R1, and the structural domain, WS,
is an infinite cylindrical tube surrounding WF with inner radius R1, and outer radius R2. We let r
denote the radial distance from the axis of the cylinder. Because we have assumed that the source
is z� independent, the problem reduces to one on a two-dimensional slice. In fact, all quantities are
functions of r only, except for the fluid velocity which is of the form

v(r,q) = v(r) er(r, q),

where er is the unit vector in the radial direction at the point (r, q, z).

In this setting the one-way and two-way coupled models both reduce to a system of ODE’s with
boundary and interface conditions on a two dimensional domain. Since the fluid domain WF is a
disc, the Helmholtz decomposition theorem implies that vt = 0 and v` = v. Since — = ∂r er in
polar coordinates, the Morse-Ingard equations for the temperature, pressure, and the velocity of the
fluid reduce to the ODE system

17

Fig. 1. Cross section of a cylindrical fluid domain (white disc), \Omega \mathrm{F}, surrounded by an annular
structural domain (yellow), \Omega \mathrm{S}. (Color figure available online.)

the tip of a tine of the tuning fork [34]. Similarly, for the annular geometry, we
define the output signal to be the amplitude of vibration of the inner boundary of
the annulus. Although this geometric configuration does not correspond to that of
an experimental trace gas sensor, the symmetry of the problem allows us to derive
an analytical solution of the model. We stress that the formulation of the model is
independent of the geometry of the structure, and in particular can be readily adapted
to the tuning fork geometry of QEPAS and ROTADE sensors.

2.1. One-way coupled model. In this section, we summarize the one-way
coupled model of Safin, Zweck, and Minkoff [39] for the pressure and temperature
in the fluid and the induced elastic deformation of a mechanical structure such as a
QTF.

The periodic interaction between laser radiation and a trace gas induces a dis-
turbance in the ambient fluid in which the thermodynamic variables fluctuate about
their equilibrium values. We model the variations of the temperature, pressure, and
velocity of the fluid using a coupled system of equations derived by Morse and In-
gard [30, p. 282] that incorporates the effects of thermal diffusion and fluid viscosity.
We employ a formulation of these equations in which the temperature, \tau F , and pres-
sure, p, satisfy a coupled subsystem. Because the heat source is time harmonic, we
consider the Helmholtz form of the model in which all functions are of the form
f(x, t) = \Re [f(x)e - i\omega t], where x is position, and all time derivatives are given by
multiplication by  - i\omega . Then, the pressure-temperature equations are given by

\Omega \Delta \tau F + i
\Bigl( \omega 
c

\Bigr) 2
\biggl( 
\tau F  - \gamma  - 1

\gamma \alpha 
p

\biggr) 
=  - \omega 

c2
S,(2.1)

\Delta p+
\gamma 

c2
(\omega 2  - i c2\Lambda \Delta )(p - \alpha \tau F ) = 0.(2.2)

Here \omega is the laser modulation frequency, c is the speed of sound, \gamma is the isentropic
expansion factor of the gas, \alpha is the rate of change of pressure with respect to temper-
ature at constant volume, \Omega = \omega \ell h/c, where \ell h =KF /(\rho F cCp) is the characteristic
length of heat conduction, and \Lambda = \omega \ell v/c, where \ell v = (\eta F + 4

3\mu F )/(\rho F c) is the char-
acteristic length of viscosity. Here, \rho F is the density of the fluid, \mu F is the dynamic
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MODELING OF TRACE GAS SENSORS 1079

viscosity, \eta F is the bulk viscosity, KF is the thermal conductivity of the fluid, and Cp

is the specific heat capacity of the fluid. If the frequency, \omega , is on the order of 105, as
is typically the case for a QTF, the parameters \Omega and \Lambda are on the order of 10 - 5.

The photoacoustic heat source, S, on the right-hand side of (2.1) is given by
S = H/(\rho F Cp), where H is the heat power density deposited into the gas [28]. We
model the laser as a Gaussian beam so that

(2.3) S =
\alpha eff,refR0T0
PrefCp

WL

4\pi \sigma 2
e - r2/2\sigma 2

,

where r is the radial distance from the axis of the beam, \sigma is the beam width, WL

is the laser power, R0 is the ideal gas constant, T0 is the ambient temperature, and
\alpha eff,ref is the absorption coefficient at ambient pressure, Pref.

1

Next, we discuss the equations for the temperature and elastic deformation of the
mechanical structure and the fluid-structure interface conditions. With the one-way
coupled model we impose the interface condition

(2.4) \nabla p \cdot n= 0 on \partial \Omega FS,

where n is a normal vector field on the fluid-structure interface. At the interface,
the acoustic pressure induces a mechanical vibration of the structure. Furthermore,
the heat generated by the interaction between the laser radiation and the trace gas
molecules dissipates into the interior of the structure inducing a thermal stress which
results in an additional thermo-elastic deformation of the structure.2

The Helmholtz form of the heat equation for the temperature, \tau S , in the structure,
\Omega S, is given by

(2.5) i\omega \tau S +DS\Delta \tau S = 0,

where DS = KS/\rho S Cp,S is the diffusion constant. Here KS is the thermal conduc-
tivity, \rho S is the density, and Cp,S is the specific heat capacity of the structure. On
the fluid-structure interface we impose the standard conditions

\tau S = \tau F on \partial \Omega FS,(2.6)

KS\nabla \tau S \cdot n = KF\nabla \tau F \cdot n on \partial \Omega FS.(2.7)

The stress tensor, \bfitsigma S , in a thermoelastic material, \Omega S, is given by [8, pp. 310--326]

(2.8) \bfitsigma S =C[\bfitepsilon S ] - C[\bfitalpha S\tau S ],

where C is the elasticity tensor that relates the strain tensor, \bfitepsilon S , of the structure
to the applied stress, and \bfitalpha S is the thermal expansion tensor, which quantifies the
change in volume of the material when it is heated in the absence of stress. Since
the displacement, u, of the structure is small, we may assume that C[\bfitepsilon S ] = C[\nabla u].
Under this assumption, the equation for the displacement of the structure is given by

\nabla \cdot C[\nabla u] + (\rho S \omega 
2  - i\omega \delta S)u = \nabla \cdot C[\bfitalpha S\tau S ] in \Omega S.(2.9)

1Since the dependence of S on the ambient pressure has not been discussed in the literature, we
provide a derivation of (2.3) in the supplementary material (suppmats.pdf [local/web 228KB]).

2In a QEPAS sensor the output signal is primarily due to the pressure, while in a ROTADE
sensor it is primarily due to the temperature.
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Here, we have incorporated damping with the addition of the ad hoc term, i\omega \delta S u.
The interface condition on the structure due to the fluid is given by

(C[\nabla u] - C[\bfitalpha S \tau S ] ) n =  - pn on \partial \Omega Free
S .(2.10)

We also assume that u = 0 and \nabla u= 0 on \partial \Omega Fixed
S .

As in Petra et al. [35], we compute solutions to the model using the following
stages. To do so, we must have a priori knowledge of the Q-factor of the structure,
either from a laboratory experiment or, for the results in this paper, from simulations
obtained using the two-way coupled model.

1. Determine the physically relevant eigenfrequency, \omega 0, of the undamped struc-
ture, as described in the supplementary material (suppmats.pdf [local/web
228KB]).

2. Fit the ad hoc damping parameter, \delta S , so that for \omega near \omega 0 the resonance
curve computed using (2.9) gives the desired Q-factor of the structure via
(1.1). Then choose the resonant driving frequency, \omega res, to be at the maximum
of the resonance curve.

3. Using the value of \omega res obtained in stage 2, solve the pressure-temperature
subsystem of the Morse--Ingard equations in the fluid coupled to the heat
equation in the structure via the interface conditions (2.4), (2.6), and (2.7).

4. Using the values of \delta S and \omega res from stage 2 and the pressure-temperature
solution from stage 3, compute the deformation of the structure using the
equation of linear elasticity given in (2.9) and the interface condition (2.10).

We note that for a spring-mass system,

(2.11) m
d2u

dt2
+ b

du

dt
+ ku= F0 cos (\omega t),

the damping parameter, b, is related to the Q-factor by the equation b/m= \omega 0/Q [4,
p. 83]. However, for the one-way coupled model it is not possible to derive a similar
formula relating the damping parameter, \delta S , to the Q-factor.

2.2. Two-way coupled model. With the one-way coupled models of Petra
et al. [34], Firebaugh and colleagues [14, 15], and Safin, Zweck, and Minkoff [39],
damping is incorporated in an ad hoc manner that requires a priori knowledge of the
Q-factor of the tuning fork. When using these models, the Q-factor is obtained by
making laboratory measurements with particular tuning forks. Consequently, these
models cannot be used with arbitrary QTF geometries. On the other hand, with
the two-way coupled model, viscous damping is incorporated through the viscosity
parameters in (2.2) and, more importantly, via interface conditions on the fluid due
to the structure and on the structure due to the fluid. Consequently, with the two-
way coupled model the Q-factor is an output of the model rather than being an input
parameter. Therefore the two-way coupled model allows for the modeling of arbitrary
structural geometries and hence can be used to numerically optimize the geometric
configuration of the tuning fork in a QEPAS or ROTADE sensor. The disadvantage
of the two-way coupled model is that all the equations in the model must be solved
simultaneously with the interface and boundary conditions, whereas with the one-way
coupled model we first solve the fluid system and then the structural system.

In the two-way coupled model, the conditions on the fluid-structure interface
involve the fluid velocity, v, which satisfies the Helmholtz form of the linearized
Navier--Stokes equations [30]

(2.12)  - i\omega \rho Fv= - \nabla p+
\bigl( 
\eta F + 4

3\mu F

\bigr) 
\nabla (\nabla \cdot v) - \mu F\nabla \times (\nabla \times v).
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We impose the following conditions for p, \tau F , v, \tau S , and u on the fluid-structure
interface. For the interface condition on the fluid velocity, we suppose that the fluid
does not penetrate into the structure and that a no-slip condition holds, which is
reasonable, since the fluid is slightly viscous. With time harmonic forcing, these
assumptions imply that

(2.13) v= - i\omega u on \partial \Omega FS.

To obtain the interface condition on the structural displacement due to the fluid,
we use Newton's third law, which states that

(2.14) \bfitsigma S n=\bfitsigma Tot
F n on \partial \Omega FS.

The total fluid stress tensor on the right-hand side of (2.14) is given by \bfitsigma Tot
F =

 - pI +\bfitsigma F , where the viscous stress tensor,

(2.15) (\bfitsigma F )jk = \mu F

\biggl( 
\partial vj
\partial xk

+
\partial vk
\partial xj

 - 2
3\delta jk\nabla \cdot v

\biggr) 
+ \eta F \delta jk\nabla \cdot v,

models the frictional force acting on the structure due to the viscous fluid [25, sect.
15]. Therefore by (2.8), on the free portion, the interface condition on the structural
displacement due to the fluid (2.14) is given by

(C[\nabla u] - C[\bfitalpha S \tau S ] )n =  - pn+\bfitsigma F n on \partial \Omega Free
S .(2.16)

On the fixed portion, \partial \Omega Fixed
S , of the boundary of the structure, we instead impose

the conditions u= 0 and \nabla u= 0.
To calculate the resonance frequency, we solve the two-way coupled model for a

range of driving frequencies, \omega , near \omega 0 and set \omega res to be the frequency that gives
the maximum of the resulting resonance curve. The signal strength is then chosen to
be that computed at \omega = \omega res.

To summarize, the PDEs for the one-way coupled model are

\Omega \Delta \tau F + i
\Bigl( \omega 
c

\Bigr) 2
\biggl( 
\tau F  - \gamma  - 1

\gamma \alpha 
p

\biggr) 
=  - \omega 

c2
S in \Omega F ,(2.17)

\Delta p+
\gamma 

c2
(\omega 2  - i c2\Lambda \Delta )(p - \alpha \tau F ) = 0 in \Omega F ,(2.18)

i\omega \tau S +DS\Delta \tau S = 0 in \Omega S ,(2.19)

\nabla \cdot C[\nabla u] + (\rho S \omega 
2  - i\omega \delta S)u = \nabla \cdot C[\bfitalpha S\tau S ] in \Omega S .(2.20)

For the two-way coupled model, we also include the linearized Navier--Stokes equation
(2.12), and we set \delta S = 0 in (2.20). For the one-way coupled model, the interface
conditions are

\tau S = \tau F on \partial \Omega FS,(2.21)

KS\nabla \tau S \cdot n = KF\nabla \tau F \cdot n on \partial \Omega FS,(2.22)

\nabla p \cdot n = 0 on \partial \Omega FS,(2.23)

(C[\nabla u] - C[\bfitalpha S \tau S ] ) n =  - pn on \partial \Omega Free
S ,(2.24)

u = 0 and \nabla u= 0 on \partial \Omega Fixed
S ,(2.25)
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1082 A. MOZUMDER, A. SAFIN, S. E. MINKOFF, AND J. ZWECK

while for the two-way coupled model, we use (2.21), (2.22), and (2.25) together with

(1 - i \gamma \Lambda )\nabla p \cdot n + i\alpha \gamma \Lambda \nabla \tau F \cdot n = \rho F \omega 
2u \cdot n on \partial \Omega Free

S ,(2.26)

(C[\nabla u] - C[\bfitalpha S \tau S ] )n =  - pn+\bfitsigma F n on \partial \Omega Free
S ,(2.27)

v =  - i\omega u on \partial \Omega FS.(2.28)

The interface conditions in the two-way coupled model are consistent with those given
by Joly, Bruneau, and Bossart [17] in their model for linear acoustics in a thermo-
viscous fluid.

3. Analytic solution in a special case with cylindrical symmetry. In this
section, we derive analytic solutions for the one-way and two-way coupled models in
a special case in which the fluid and structural domains are cylindrically symmetric.
In this case, the Helmholtz PDE systems in section 2 reduce to systems of Bessel
equations in the radial variable. In subsection 3.1 we describe the cylindrically sym-
metric geometry and alternate formulations of the equation and interface condition
for the fluid velocity. In subsection 3.2, we review the general solution of the pressure
and temperature subsystem obtained by Kaderli et al. [18]. In subsection 3.3, we
derive the general solution of the linear elastic equations in the structure. Finally,
in subsection 3.4, we use the interface and boundary conditions for each model to
formulate a 6\times 6 linear system for the unknown coefficients in these general solutions.

3.1. Cylindrically symmetric geometry. To facilitate the derivation of an
analytical solution to the Helmholtz system of PDEs discussed in subsection 2.2, we
consider the special case in which the fluid domain, \Omega F, is an infinite solid cylinder of
radius R1, and the structural domain, \Omega S, is an infinite cylindrical tube surrounding
\Omega F with inner radius R1 and outer radius R2 (see Figure 1). We let r denote the
radial distance from the axis of the cylinder. Because we have assumed that the
source is z-independent, the problem can be formulated on a two-dimensional slice.
Indeed, all scalar fields are functions of r only, while the vector fields are of the form
v(r, \theta ) = v(r)er(r, \theta ), where er is the unit vector in the radial direction at (r, \theta ).

With this geometry, the linearized Navier--Stokes equation (2.12) and the interface
condition (2.13) on the fluid velocity can be reformulated to facilitate the solution of
the model. To do so, we use the Helmholtz decomposition theorem [9], to uniquely
express the fluid velocity in a general domain, \Omega F , as v = v\ell +vt, where the lamellar
or longitudinal part, v\ell , of v is curl free, and the rotational or transverse part, vt, is
divergence free and tangent to the boundary, \partial \Omega F . Then (2.12) is equivalent to the
pair of equations3 [30]

 - i\omega \rho F v\ell =  - \nabla [(1  - i \gamma \Lambda )p+ i\alpha \gamma \Lambda \tau F ] ,(3.1)

 - i\omega \rho F vt =  - \mu F\nabla \times (\nabla \times vt).(3.2)

Furthermore, by (3.1) the interface condition (2.13) for v implies that for general
domains,

(3.3) (1 - i \gamma \Lambda )\nabla p \cdot n + i\alpha \gamma \Lambda \nabla \tau F \cdot n = \rho F \omega 
2u \cdot n on \partial \Omega F.

In the special case that the fluid domain, \Omega F , is a disc, the Helmholtz decomposi-
tion theorem implies that vt = 0 and v\ell = v. Therefore, the linearized Navier--Stokes

3With this alternative formulation of (2.12), (2.1) and (2.2) form a coupled subsystem for p and
\tau F , while (3.1) enables v\ell to be computed from p and \tau F . Although vt appears to be independent of
the other variables, in practice it is coupled to p, \tau F , and v\ell via boundary and interface conditions.
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MODELING OF TRACE GAS SENSORS 1083

equation (2.12) is equivalent to (3.1). In addition, since ut = 0 and u\ell = u in the
annular structure, \Omega S , the interface condition (3.3) is actually equivalent to the in-
terface condition (2.13) for the fluid velocity, not just a consequence of it. However,
for general geometries, (2.13) is not guaranteed to hold if (3.3) does, since vt \not = 0 and
v\ell may have a component that is tangent to the boundary.

3.2. The fluid equations. In the cylindrically symmetric setting the one-way
and two-way coupled models both reduce to a system of ODEs with boundary and
interface conditions. Since \nabla = \partial r er in polar coordinates, equations (2.1), (2.2), and
(3.1), for the temperature, pressure, and the velocity of the fluid, reduce to the ODE
system

\Omega c2

\omega 
\Delta \tau F + i\omega 

\biggl( 
\tau F  - \gamma  - 1

\gamma \alpha 
p

\biggr) 
= - S,(3.4)

\Delta p+
\gamma 

c2
(\omega 2  - i c2\Lambda \Delta )(p - \alpha \tau F ) = 0,(3.5)

v =

\biggl( 
1

i \rho F \omega 
 - \gamma \Lambda 

\rho F \omega 

\biggr) 
p\prime +

\alpha \gamma \Lambda 

\rho F \omega 
\tau \prime F ,(3.6)

where \Delta = \partial 2r +
1
r \partial r is the radial Laplacian operator on \BbbR 2 and \prime = \partial r.

Kaderli et al. [18] used the method of variation of parameters to derive an analytic
solution of (3.4) and (3.5), which is given in terms of the nondimensional quantities

\widetilde r =
r

rc
, \~\Delta =

\Delta 

r2c
, \widetilde p =

p

p0
,

\~\tau F =
\alpha 

p0
\tau F , \~v =

v

vc
, \widetilde S =  - \alpha 

\omega 
S,

where rc =
c
\omega , vc = 1, and p0 = 1. Substituting these quantities into (3.4) and (3.5),

the equations become

\~\Delta \widetilde p+ \gamma (1 - i\Lambda \~\Delta )(\widetilde p - \~\tau F ) = 0,(3.7)

\Omega \~\Delta \~\tau F + i

\biggl( 
\~\tau F  - \gamma  - 1

\gamma 
\widetilde p\biggr) = \widetilde S.(3.8)

Following Morse and Ingard [30, p. 284], we introduce the temperature and pressure
mode constants, \kappa t and \kappa p, which are given by

\kappa 2t =
i

2\Omega 

\biggl( 
1 - i \gamma \Omega  - i\Lambda +Q

1 - i \gamma \Lambda 

\biggr) 
, \kappa 2p =

i

2\Omega 

\biggl( 
1 - i \gamma \Omega  - i\Lambda  - Q

1 - i \gamma \Lambda 

\biggr) 
,

where Q2 = (1  - i \gamma \Omega  - i\Lambda )2 + 4(i\Omega + \gamma \Omega \Lambda ). Kaderli et al. [18] showed that the
general solution of (3.7) and (3.8) can be expressed as

\~p(\widetilde r) =mp

\Bigl[ 
(b1 + c1(\widetilde r))J0(\kappa p\widetilde r) + c2(\widetilde r)H(1)

0 (\kappa p\widetilde r)\Bigr] (3.9)

+mt

\Bigl[ 
(b2 + c3(\widetilde r))J0(\kappa t\widetilde r) + c4(\widetilde r)H(1)

0 (\kappa t\widetilde r)\Bigr] ,
\~\tau F (\widetilde r) = (b1 + c1(\widetilde r)) J0(\kappa p \widetilde r) + c2(\widetilde r) H(1)

0 (\kappa p \widetilde r)(3.10)

+ (b2 + c3(\widetilde r)) J0(\kappa t \widetilde r) + c4(\widetilde r) H(1)
0 (\kappa t \widetilde r),
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1084 A. MOZUMDER, A. SAFIN, S. E. MINKOFF, AND J. ZWECK

where J0 and H
(1)
0 are the Bessel and Hankel functions of the first kind. Here b1 and

b2 are arbitrary constants, and the constants mp and mt are given by

mt =
\gamma 

\gamma  - 1
(1 + i\Omega \kappa 2t ), mp =

\gamma 

\gamma  - 1
(1 + i\Omega \kappa 2p).(3.11)

The functions cj are overlap integrals of the basis functions with the source (see [18]).
Finally, the fluid velocity, \widetilde v, can be expressed in terms of the derivatives of \widetilde p and
\~\tau F using (3.6). We observe that the pressure and temperature in (3.9) and (3.10)
are both expressed as the sum of a propagational mode and a thermal mode which
are given by the terms involving the constants \kappa p and \kappa t, respectively. Because \Omega 
and \Lambda are typically on the order of 10 - 5, the phases of \kappa p and \kappa t are small positive
numbers. Consequently, the thermal mode is a rapidly decaying function of r and the
propagation mode decays much more slowly.

Similarly, the solution of the Helmholtz form of the heat equation in the structure
(2.5) is given by

(3.12) \~\tau S(\widetilde r) = b3J0(\lambda \widetilde r) + b4H
(1)
0 (\lambda \widetilde r),

where \lambda = ei \pi /4
\Bigl( 

\omega r2s
DS

\Bigr) 1
2

and b3, b4 are arbitrary constants to be determined by the

interface and boundary conditions.

3.3. The structural equations. We now determine the analytic solution of
the elastic deformation equation (2.9) for the structure, which was not discussed in
Kaderli et al. [18].

We suppose for simplicity that the structure is an isotropic, homogeneous elastic
medium, in which case the stress and strain tensors are related by [8, p. 317]

(3.13) C[\bfitepsilon S ] = \lambda S Tr(\bfitepsilon S)I+ 2\mu S\bfitepsilon S .

With radial symmetry, the displacement of the structure is of the form u(r, \theta ) =
u(r)er(\theta ), where er is the unit vector in the radial direction. Applying the formula
for the strain tensor in cylindrical coordinates [40, p. 11] and using (3.13), we find
that the Helmholtz form of the equation for the time periodic displacement of the
structure (2.9) reduces to the inhomogeneous Bessel equation

(3.14) (\lambda S + 2\mu S)

\biggl( 
u\prime \prime +

1

r
u\prime  - 1

r2
u

\biggr) 
+ \rho S \omega 

2 u= \zeta 1\tau 
\prime 
S ,

where \zeta 1 = \alpha S(3\lambda S + 2\mu S). We nondimensionalize (3.14) using the dimensionless
quantities \widetilde u= u/uc and \widetilde r= r/rs, where

(3.15) uc =
p0rs\zeta 1

\alpha (\lambda S + 2\mu S)
and rs =

\sqrt{} 
\lambda S + 2\mu S

\rho S\omega 2
.

Substituting these quantities into (3.14) gives the nondimensionalized equation,

\widetilde u\prime \prime + 1\widetilde r \widetilde u\prime +
\biggl( 
\kappa 2u  - 1\widetilde r2

\biggr) \widetilde u = \~\tau \prime S ,(3.16)

where \kappa 2u =
\rho S \omega 2 r2s
\lambda S+2\mu S

. Therefore, the general solution of (3.16) can be expressed in
terms of the Bessel functions J1 and Y1 as
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MODELING OF TRACE GAS SENSORS 1085

\widetilde u(\widetilde r) = b5J1(\kappa u \widetilde r) + b6Y1(\kappa u \widetilde r) - \pi 

2
J1(\kappa u\widetilde r)\int \widetilde r

\~R1S

sY1(\kappa us)\~\tau 
\prime 
S(s)ds(3.17)

+
\pi 

2
Y1(\kappa u\widetilde r)\int \widetilde r

\~R1S

sJ1(\kappa us)\~\tau 
\prime 
S(s)ds,

where b5 and b6 are arbitrary constants, \~R1S =R1/rs and \~\tau S is given by (3.12).

3.4. Interface and boundary conditions. In the previous subsections we de-
rived formulae for the general solutions of the PDEs in the one-way and two-way
coupled models in terms of Bessel and Hankel functions. These formulae are given
in terms of six unknown constants b1, . . . , b6. To determine these constants we use
the interface and the boundary conditions to obtain a system of six linear equations,
Ab = F. For the two-way model this system is of the form

(3.18)

\left[        
a11 a12 a13 a14 0 0
0 0 a23 a24 0 0
a31 a32 a33 a34 0 0
0 0 a43 a44 a45 a46
a51 a52 0 0 a55 a56
a61 a62 a63 a64 a65 a66

\right]        

\left[        
b1
b2
b3
b4
b5
b6

\right]        =

\left[        
F1

0
F3

0
F5

F6

\right]        .

Formulae for the entries aij and Fi can be found in the supplementary material
(suppmats.pdf [local/web 228KB]). In particular, we use the interface condition
(3.3) for the pressure rather than the equivalent condition (2.13) on the fluid velocity.

For the one-way coupled model, A has two additional zero entries, namely a55 = 0
and a56 = 0. In addition, the first four rows of A and F are the same as for the
two-way coupled model except that the parameter \kappa u is modified to account for the
heuristically added damping term in the structural displacement equation, namely,

\kappa 2u =
(\rho S \omega 

2  - i\omega \delta S) r
2
s

\lambda S + 2\mu S
.

4. Numerical results. In this section, we use the analytic solution for the an-
nular geometry derived in section 3 to compare the results obtained from the two-way
coupled model with those from the one-way model when we vary the ambient pres-
sure. For the two-way coupled model, we also show agreement with results obtained
from a finite element implementation, which provides confidence in the correctness of
both solution methods.4 The main insights obtained from these results are as follows.

1. At higher ambient pressures there is a lack of quantitative agreement be-
tween the one-way and two-way coupled models. This discrepancy occurs
because damping is implemented differently in the two models, which results
in differently shaped resonance curves.

2. The Q-factor computed using the two-way coupled model increases as the am-
bient pressure decreases. This finding is consistent with experimental results
for trace gas sensors.

3. However, for the annular geometry the larger Q-factor does not result in a
larger signal strength. Instead, with the two-way coupled model there is a
gradual decrease in the signal strength since the average acoustic pressure is
proportional to the ambient pressure.

4The finite element formulation of the two-way model is described in the appendix.
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Table 1
Parameters used in the numerical simulations.

4. At low ambient pressure (less than 50 Torr), the one-way model considerably
overestimates the signal strength compared to the two-way model.

5. The fluid velocity, which is determined by a combination of the gradients
of acoustic pressure and temperature, behaves quite differently for the two
models.

6. With the two-way model, as the ambient pressure decreases, the thermal
component of the fluid velocity plays a more prominent role in the interface
condition relating the fluid velocity to the structural displacement. The rea-
son for the considerable disagreement between the two models at low ambient
pressure is that this effect is not captured by the one-way model.

The parameter values we used in the numerical simulations are shown in Table 1.
The source parameters and physical constants were chosen to be the same as for
an experimental QEPAS or ROTADE sensor, except that we artificially changed the
values of the Lam\'e parameters, \lambda S and \mu S , so that the undamped resonance frequency
of the annulus was 33.5 kHz, which is on the same order as the 32.8 kHz resonance
frequency of a standard QTF [21].

We begin by plotting the resonance curves for several values of the ambient pres-
sure. In a trace gas sensor, the measured electric current is proportional to the

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

06
/1

1/
23

 to
 1

29
.1

10
.2

42
.5

0 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



MODELING OF TRACE GAS SENSORS 1087

32 34 36 38

Driving frequency (kHz)

0

0.02

0.04

0.06

0.08

S
ig

n
a
l 
s
tr

e
n
g
th

 (
n
m

)

Two-way coupled model

50  Torr

100 Torr

250  Torr

450  Torr

33.2 33.4 33.6 33.8 34

Driving frequency (kHz)

0

0.05

0.1

0.15

S
ig

n
a
l 
s
tr

e
n
g
th

 (
n
m

)

One-way coupled model

50  Torr

100 Torr

250  Torr

450  Torr

Fig. 2. Resonance curves for several values of the ambient pressure. Left: Two-way coupled
model. Right: One-way coupled model.

displacement of the tuning fork at the tip of a tine [21]. For the annulus, the anal-
ogous quantity to consider is the displacement at the inner surface of the vibrating
structure. Henceforth, we refer to this quantity as the signal strength. In Figure 2
(left), we plot the signal strength as a function of driving frequency, \omega , for the two-way
coupled model at ambient pressures of 50, 100, 250, and 450 Torr.5 We observe that
these resonance curves are slightly asymmetric and that as the ambient pressure de-
creases, the signal strength decreases and the resonance frequency decreases towards
the undamped resonance frequency of 33.5 kHz. In Figure 2 (right), we plot the cor-
responding results for the one-way coupled model. In contrast to the results for the
two-way model, for this model the peaks of the resonance curves agree almost exactly
with the undamped resonance frequency. Further, the signal strength decreases as
the ambient pressure decreases until the ambient pressure falls below about 100 Torr.
Then, anomalously, it starts to increase. This last observation is corroborated by the
results in Table 2. In this table, for ambient pressures ranging from 450 Torr down
to 5 Torr, we show the Q-factor (column 2) as a function of the ambient pressure
(column 1). The rapid increase in the Q-factor as the ambient pressure decreases is
consistent with previously reported experimental and theoretical studies in cantilevers
and tuning forks [1, 2]. We recall that the input damping parameter, \delta S , in the one-
way model (column 3) is chosen so that the width of the resonance curves is the same
as for the two-way model (column 5), and that the Q-factor is obtained from the width
using (1.1). Finally, we show the maximum signal strength for the one-way model
(column 4) and the two-way model (column 6). In Figure 3, we plot the maximum
signal strength as a function of ambient pressure. For both models down to 100 Torr
we see a gradual decrease in the signal strength. For the two-way model this trend
continues down to 5 Torr, but for the one-way model the signal strength increases
dramatically. Significantly, we observe that even though the Q-factor increases as
ambient pressure decreases, at least for the two-way model, the signal strength does
not increase. To understand these trends, we next examine the behavior of the fluid
variables.

In Table 3, we show the average of the pressure variation, p, in the fluid as a
function of ambient pressure, P0, for the two models. We note that the function
p = p(r) is approximately constant since 1/\kappa p is large compared to the inner ra-
dius of the annulus, where \kappa p is the parameter in (3.9). For the one-way model,

5Atmospheric pressure is 760 Torr.
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Table 2
Input damping parameter \delta S (column 3) for the one-way coupled model obtained from the width

of the resonance curve for the two-way coupled model (column 5) as a function of ambient pressure
(column 1). We also show the maximum signal strength for both models (columns 4 and 6) and the
Q-factor (column 2).

P0 Q-factor One-way coupled model Two-way coupled model

(Torr) \delta s Signal (nm) Width (Hz) Signal (nm)

450 94 6.63\times 106 0.1185 398.7 0.0749

250 114 5.2\times 106 0.0816 312.4 0.0654

100 188 3.05\times 106 0.0581 183.0 0.0513

50 345 1.64\times 106 0.0679 98.5 0.0395

20 1361 4.123\times 105 0.1410 24.8 0.0330

15 2309 2.428\times 105 0.1870 14.6 0.0325

10 5072 1.104\times 105 0.2840 6.6 0.0326

5 21671 2.58\times 104 0.6200 1.6 0.0354
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Fig. 3. Maximum signal strength for both models as a function of ambient pressure.

Table 3
The average fluid pressure for both models tabulated as a function of ambient pressure.

Pressure variation (kPa)

Ambient pressure 5 Torr 50 Torr 450 Torr

One-way coupled model 1.7\times 10 - 7 1.2\times 10 - 6 8.4\times 10 - 6

Two-way coupled model 4.6\times 10 - 7 5.9\times 10 - 6 1.2\times 10 - 4

p is proportional to P0, since to first order p satisfies the acoustic wave equation
with a zero Neumann boundary condition and a source that is proportional to P0.
On the other hand, for the two-way model, p increases more rapidly due to the
P0-dependence of the coefficient on the right-hand side of the interface condition
(3.3) for the pressure and temperature. As we see in Figures 4--6, the maximum
values of the fluid temperature and velocity also decrease as P0 decreases. These
trends, which are due to the linearity of the equations, result in a similar decrease in
the signal strength (except for the one-way model below 100 Torr). In summary, the
gradual decrease in the signal strength shown in Figure 3 is primarily due to the de-
crease in the average acoustic pressure. On the other hand, we will argue below that
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Fig. 4. Comparison of the results obtained with the one-way and two-way coupled models at an
atmospheric pressure of 450 Torr. We show the temperature variation on a linear scale (top left) and
on a logarithmic scale (top right), the amplitude of the fluid velocity (bottom left), and the amplitude
of the displacement of the structure (bottom right). These quantities are plotted as functions of the
radial distance (r) from the center of the laser beam. We show results obtained using the analytic
solution of the one-way model (solid blue line), the analytic solution of the two-way model (dashed
black line), and the finite element solution (solid red line) from the two-way model. (Color figure
available online.)

with the one-way model, as the ambient pressure decreases below 50 Torr, the signal
strength increases rapidly because this simplified model does not adequately capture
the damping processes at low ambient pressure.

In Figure 4, we plot the amplitude of the temperature as a function of radial
distance, r, on a linear scale (top left) and a logarithmic scale (top right) at an ambient
pressure of P0 = 450 Torr. For each model, the laser frequency is chosen to equal
the resonance frequency obtained from the results in Figure 2. The fluid-structure
interface at r= 100 \mu m is shown with the vertical dashed line. Examining the linear-
scale temperature plot, for the two-way model, we see the influence of the Gaussian
source term in the region r < 40 \mu m. The ledge evident in the region r \in [40,80] \mu m
is due to the influence of the pressure, which is approximately constant and which
dominates over the source term in this region. In the top rows of Figures 5 and 6
we observe similar trends at ambient pressures of 50 Torr and 5 Torr, respectively,
although they are not as pronounced. Finally, we observe in the top right panel of
Figure 4 that at 450 Torr the temperature at the interface is about 1.5 orders of
magnitude smaller with the one-way model than with the two-way model, since as we
see in Table 3, the average pressure is 15 times smaller.

In the bottom row of Figure 4 we plot the amplitude of the fluid velocity (left)
and the amplitude of the structural displacement (right) at an ambient pressure of
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Fig. 5. Comparison of the results obtained with the one-way and two-way coupled models at an
atmospheric pressure of 50 Torr. (Color figure available online.)
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Fig. 6. Comparison of the results obtained with the one-way and two-way coupled models at an
atmospheric pressure of 5 Torr.
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Fig. 7. The acoustic part, vP , (dashed blue) and thermal part, vT , (dot-dashed red) of the fluid
velocity, v, (solid black) obtained using the one-way model. We show the real parts (left column)
and imaginary parts (right column) of these functions at an ambient pressure of 450 Torr (top row)
and 5 Torr (bottom row).

450 Torr. The velocity is given by the linear combination of the derivatives of the
pressure and temperature in (3.6). Due to the radial symmetry in the problem, the
velocity is zero at r = 0. With the two-way model, the velocity increases almost
linearly as r increases and satisfies the interface condition (2.13) with the structural
displacement. Similar trends can be seen at lower ambient pressure in Figures 5
and 6.

Although the one-way model does not include the fluid velocity, it can still be
computed using (3.6). Significantly, we observe in Figures 4--6 that the fluid velocity
behaves very differently with the one-way model than with the two-way model because
of the different interface conditions in the two models. To understand these effects,
we decompose the fluid velocity as v= vP +vT , where the acoustic and thermal parts
of the velocity are given by

(4.1) vP =
1 - i\gamma \Lambda 

i\omega \rho F
p\prime and vT =

\alpha \gamma \Lambda 

\omega \rho F
\tau \prime F ,

respectively. In Figures 7 and 8, we plot the real and imaginary parts of vP , vT , and v
at 450 Torr (top row) and 5 Torr (bottom row) for the one-way and two-way models,
respectively. With the one-way model, vP = 0 at the fluid-structure interface, because
the condition p\prime = 0 is imposed there. Consequently, at the interface, v is determined
by the temperature gradient. On the other hand, with the two-way model, at the
interface the condition v= - i\omega u holds and, especially at 450 Torr, vP dominates over
vT . In the fluid domain, even though the pressure is approximately constant and the
temperature ranges over several orders of magnitude (see Figures 4--6), except for the
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Fig. 8. The acoustic and thermal parts of the fluid velocity obtained using the two-way model.

two-way model at 450 Torr, the acoustic and thermal parts of the fluid velocity are of
the same order of magnitude. In particular, in the region of the fluid domain where
the source is larger (r < 40\mu m), we observe some destructive interference between
vP and vT . Similar destructive interference effects between the acoustic and thermal
components of the signal have been observed in laboratory experiments of trace gas
sensors operating at low ambient pressure when the source is positioned very close to
the tuning fork [22].

Next we examine the different effects that damping has in the two models. In
both models, the resonant vibration of the structure is forced by the pressure and tem-
perature terms in the displacement equation (2.9) and in the corresponding interface
condition (2.16). Inspecting the relative sizes of the various terms in these equations,
we find that for the simulation results in this paper the temperature-induced forcing
is several orders of magnitude smaller than the pressure-induced forcing. In addition
to the forcing terms, the equations in the two-way model include other terms that
collectively model the damping of the structure due to viscous and thermal effects.
In the special case of annular geometry, these are the terms in the interface condition
(2.16) for the displacement that involve the viscous stress tensor, \bfitsigma F , and the terms
in the interface equation (3.3) for pressure and temperature that involve the small
viscosity coefficient, \Lambda . For the simulation results in this paper, at 50 Torr and above,
\bfitsigma F is about four orders of magnitude smaller than the terms in (2.16) involving p
and u, and at 5 Torr it is about two orders of magnitude smaller. On the other
hand, in the interface condition (3.3) that relates the gradients of the pressure and
temperature to the displacement, all three terms are of the same order of magnitude
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MODELING OF TRACE GAS SENSORS 1093

at 5 Torr and 50 Torr, while at 450 Torr, the temperature term is about 10\% of the
pressure and displacement terms. Therefore, this interface condition appears to play
the dominant role in damping the vibration of the annular structure.

With the one-way model, damping is instead incorporated using a single param-
eter in the displacement equation that is chosen so that the resonance width is the
same as in the two-way model. However, since there is no a priori reason why the
height-to-width ratio of the resonances should be the same for these two very different
models, there is no reason why the signal strengths should be the same. In particular,
with the one-way model the damping is evenly distributed over the entire structure
rather than being concentrated on the boundary of the structure, which could ac-
count for the slightly larger signal in the one-way model at ambient pressures above
100 Torr. In addition, as we observed at the end of the previous paragraph, at low
ambient pressure the damping effect in the two-way model is more strongly influenced
by thermal effects. We therefore suggest that the rapid increase in the signal as the
ambient pressure decreases from 100 Torr to 5 Torr is due to the inability of the one-
way model to adequately capture the damping effects present in the two-way model at
low ambient pressure. Indeed, in their one-way coupled model of a ROTADE sensor
with a QTF, Safin, Zweck, and Minkoff [39] encountered similar issues. Specifically,
at low ambient pressure they were only able to obtain agreement with laboratory ex-
periments by introducing an ad hoc complex-valued scaling parameter (that depends
on the ambient pressure) to adjust the relationship between the acoustic and thermal
components of the signal. The different amplitude and phase relationships between
vP and vT that we observed for the one-way model in Figure 7 as compared to the
two-way model in Figure 8 suggest that this lack of agreement with the experiment
may also be partly due to the simplified nature of the damping in the one-way model.

We conclude this discussion by noting the excellent agreement shown in Figures
4 and 5 between the analytical solutions (dashed black line) and the finite element
solutions (solid red line) of the two-way coupled model. We verified that this agree-
ment holds not only for the amplitudes of the dependent variables, but also for their
phases.

5. Conclusion. In this paper we developed the first model of photoacoustic trace
gas sensors involving a two-way coupled system of fluid-structure equations. The peri-
odic interaction between a laser and a trace gas generates thermal and acoustic waves
in a viscous fluid. Under suitable operating conditions, these waves excite a resonant
vibration in a mechanical structure such as a QTF. This vibrational energy is then
converted to an electrical signal whose strength is proportional to the concentration of
the trace gas. Our model is based on two subsystems of Helmholtz equations, one for
the temperature, pressure, and velocity in the fluid and the other for the temperature
and displacement of the structure. These two subsystems are coupled via interface
conditions on the structure due to the fluid and on the fluid due to the structure.
The novelty of the model is that the signal strength is computed solely in terms of
the material parameters of the fluid and structure and the geometry of the structure.
In particular, the viscous damping of the structure due to its motion in the fluid is
incorporated into the model via thermal and viscous material parameters in the fluid
equations and via the two-way coupling at the fluid-structure interface. This feature
of the model represents a major advance over prior one-way coupled models in which
damping was incorporated in an ad hoc manner using measured values of the Q-factor
of particular experimental systems. Consequently, unlike the one-way coupled model,
the two-way model has the potential to enable researchers to increase the sensitivity
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of QEPAS sensors by numerically optimizing the geometry of the system, including
the dimensions of the QTF and the design and positioning of the micoresonator tubes.

To compare the two-way coupled model to an existing one-way model, we de-
rived an analytic solution in the special case of a radially symmetric domain. Even
when the Q-factor of the system is known, one-way models do not always reproduce
experimental results, especially at low ambient pressures. We performed a detailed
comparison of the one-way and two-way coupled models that identifies deficiencies
in the one-way model at low ambient pressures, at least in the special case that the
structure is an annulus. To summarize, at higher ambient pressures good agreement
has been obtained between experiments and one-way coupled models with the tuning
fork geometry, and between the one-way and two-way coupled models with the an-
nular geometry. On the other hand, at low ambient pressure and in other situations
where visco-thermal effects play a prominent role, it has not been possible to obtain
agreement between experiments and the one-way model with the tuning fork geom-
etry, nor between the two models with the annular geometry. Because the two-way
coupled model more accurately incorporates the physics of viscous damping and be-
cause of the more realistic predictions of the model at low ambient pressure, we expect
that the two-way coupled model will give a better match with experiments than the
one-way coupled model. To determine whether or not this is the case we will need
to perform fully three-dimensional finite element simulations with a QTF structure
and compare the results with those obtained from previously published experiments.
However, the computational cost of such two-way model simulations can be quite
large due to the need for accurate computations near the fluid-structure interface. To
address this issue, we will need to employ custom preconditioners [37] together with
a more efficient approach to domain truncation than the perfectly matched layers
method used in [38]. One promising approach developed by Kirby, Kl\"ockner, and
Sepanski [20] adapts a new nonlocal boundary condition for the domain truncation of
Helmholtz equations.

Appendix A. Finite element discretization. We derive a finite element
implementation of the two-way coupled model discussed in section 2.2. A similar
approach has been taken for the one-way coupled model [35, 38, 39].

We reformulate the pressure-temperature subsystem by using (2.1) to eliminate
\Delta \tau F from (2.2), which we expect will simplify the theoretical analysis of the finite
element preconditioners for the system [19]. This gives

\xi \Delta P + a1P + a2\tau F = ia3S.(A.1)

KF\Delta \tau F + ib2\tau F  - ib1P = - b3S.(A.2)

Here \xi = 1 - i\gamma k\ell v, with k=
\omega 
c , and the remaining constants are given by

a1 = k2
\biggl( 
\gamma  - \ell v

\ell h
(\gamma  - 1)

\biggr) 
, a2 = k2\gamma \alpha 

\biggl( 
\ell v
\ell h

 - 1

\biggr) 
, a3 =

\gamma \alpha k2

\omega 

\ell v
\ell h
,

b1 = \rho FCp
\omega (\gamma  - 1)

\gamma \alpha 
, b2 = \omega \rho FCp, b3 = \rho FCp.(A.3)

We also rewrite the linearized Navier--Stokes equations (2.12) as

(A.4) i\omega \rho Fv+\nabla \cdot \bfitsigma F  - \nabla p= 0,

where the viscous stress tensor is given by

(A.5) \bfitsigma F (v) = \mu FE(v) +
\bigl( 
\eta F  - 2

3\mu F

\bigr) 
(\nabla \cdot v)I, where E(v) = 1

2

\bigl[ 
\nabla v+\nabla vT

\bigr] 
.
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We solve for (p, \tau F ,v) on \Omega F in the product of Sobolev spaces \scrW F = \scrH 1(\Omega F)\times 
\scrH 1(\Omega F)\times [\scrH 1(\Omega F)]

3, and for (\tau S ,u) on \Omega S in the space \scrW S = \scrH 1(\Omega S)\times [\scrH 1(\Omega S)]
3.

We denote the test functions on these spaces by (\phi ,\psi ,q)\times (\zeta ,w)\in \scrW F \times \scrW S and we
let \langle \cdot , \cdot \rangle be the standard \scrL 2 inner product. We let nF and nS = - nF be the outward
unit normal vector fields to the fluid and structure on \partial \Omega FS .

To derive the variational form of the pressure equation (A.1), we multiply p by
the test function, \phi , and apply Green's first identity and (3.3) to obtain

 - \xi \langle \nabla p,\nabla \phi \rangle + a1\langle p,\phi \rangle + a2\langle \tau F , \phi \rangle 

= ia3\langle S,\phi \rangle + i\gamma \alpha k\ell v

\int 
\partial \Omega \mathrm{F}\mathrm{S}

(\nabla \tau F \cdot nF )\phi dA - \omega 2\rho F

\int 
\partial \Omega \mathrm{F}\mathrm{S}

(u \cdot nF)\phi dA.(A.6)

Similarly, the variational form of the temperature equation (A.2) is

 - KF \langle \nabla \tau F ,\nabla \psi \rangle  - ib1\langle p,\psi \rangle + ib2\langle \tau F ,\psi \rangle 

= - b3\langle S,\psi \rangle +
\int 
\partial \Omega \mathrm{F}\mathrm{S}

[KS\nabla \tau S) \cdot nS ]\psi dA,(A.7)

and the variational form of the heat equation (2.5) in the structure is given by

(A.8)  - \langle KS\nabla \tau S ,\nabla \zeta \rangle + i\omega \rho SCp,S\langle \tau S , \zeta \rangle =KF

\int 
\partial \Omega \mathrm{F}\mathrm{S}

(\nabla \tau F \cdot nF) \zeta dA.

The variational form of the fluid velocity equation (A.4) is

(A.9) \langle \nabla \cdot \bfitsigma F ,q\rangle + i\omega \rho F \langle v,q\rangle  - \langle \nabla p,q\rangle = 0.

Next, we recall that when the divergence theorem is applied to a vector field of the
form Av, where A is a symmetric matrix-valued function, we obtain the integration
by parts formula

(A.10) \langle \nabla \cdot A,v\rangle =  - \langle A :E(v)\rangle +
\int 
\partial \Omega 

(An) \cdot vdA,

where \langle A :B\rangle =
\int 
\Omega 
Tr[A(x)B\ast (x)]dx. Consequently, (A.9) is equivalent to

(A.11)

 - i\omega \rho F \langle v,q\rangle + \langle \bfitsigma F :E(q)\rangle  - \langle p,\nabla \cdot q\rangle =
\int 
\partial \Omega \mathrm{F}\mathrm{S}

(\bfitsigma FnF) \cdot qdA - 
\int 
\partial \Omega \mathrm{F}\mathrm{S}

p(nF \cdot q)dA.

Then, by (2.16) the variational form of the Navier--Stokes equation (2.12) is given by

(A.12)  - i\omega \rho F \langle v,q\rangle + \langle \bfitsigma F :E(q)\rangle  - \langle p,\nabla \cdot q\rangle =
\int 
\partial \Omega \mathrm{F}\mathrm{r}\mathrm{e}\mathrm{e}

\mathrm{S}

(C[\bfitalpha s\tau S ] - C[E(u)])nS \cdot qdA.

Similarly, by (2.9), (2.16), and (A.10), the weak form of the elasticity equation is

 - \langle C[E(u)] :E(w)\rangle + \rho S\omega 
2\langle u,w\rangle = - \langle C[\bfitalpha s\tau S ] :E(w)\rangle 

 - 
\int 
\partial \Omega \mathrm{F}\mathrm{r}\mathrm{e}\mathrm{e}

\mathrm{S}

p(nF \cdot w)dA+

\int 
\partial \Omega \mathrm{F}\mathrm{r}\mathrm{e}\mathrm{e}

\mathrm{S}

(\bfitsigma FnF) \cdot wdA.(A.13)

As we explained in subsection 3.1, in the special case of the annular geometry, the
no-penetration, no-slip interface condition (2.13) is already enforced in (A.6) since in
this case (2.13) is equivalent to (3.3). For general geometry, Safin [37] shows how to
impose (2.13) by adapting the methods described in [6, 16, 36] for imposing additional
continuity conditions. The matrix formulation of the variational equations above is
also given in the Ph.D. thesis of Safin [37].
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