SYMPLECTIC SEMICLASSICAL WAVE PACKET DYNAMICS

TOMOKI OHSAWA AND MELVIN LEOK

ABSTRACT. The paper gives a symplectic-geometric account of semiclassical Gaussian wave packet
dynamics. We employ geometric techniques to “strip away” the symplectic structure behind the
time-dependent Schrédinger equation and incorporate it into semiclassical wave packet dynamics.
We show that the Gaussian wave packet dynamics is a Hamiltonian system with respect to the
symplectic structure, apply the theory of symplectic reduction and reconstruction to the dynamics,
and discuss dynamic and geometric phases in semiclassical mechanics. A simple harmonic oscillator
example is worked out to illustrate the results: We show that the reduced semiclassical harmonic
oscillator dynamics is completely integrable by finding the action—angle coordinates for the system,
and calculate the associated dynamic and geometric phases explicitly. We also propose an asymp-
totic approximation of the potential term that provides a practical semiclassical correction term to
the approximation by Heller. Numerical results for a simple one-dimensional example show that
the semiclassical correction term realizes a semiclassical tunneling.

1. INTRODUCTION

1.1. Background. Gaussian wave packet dynamics is an essential example in time-dependent
semiclassical mechanics that nicely illustrates the classical-quantum correspondence, as well as a
widely-used tool in simulations of semiclassical mechanics, particularly in chemical physics (see,
e.g., Tannor [46] and Lubich [29]). A Gaussian wave packet is a particular form of wave function
whose motion is governed by a trajectory of a classical “particle”; hence it provides an explicit
connection between classical and quantum dynamics by placing “(quantum mechanical) wave flesh
on classical bones.” [6], 146]

The most remarkable feature of Gaussian wave packet dynamics is that, for quadratic potentials,
the Gaussian wave packet is known to give an ezact solution of the Schrodinger equation if and only
if the underlying “particle” dynamics satisfies a certain set of ordinary differential equations. Even
with non-quadratic potentials, Gaussian wave packet dynamics is an effective tool to approximate
the full quantum dynamics, as demonstrated by, among others, a series of works by Heller [20),
211, 22] and Hagedorn [I7, I§]. See also Russo and Smereka [42] for a use of the Gaussian wave
packets to transform the Schrodinger equation into more computationally tractable equations in
the semiclassical regime.

One popular approach to semiclassical dynamics is the use of propagators obtained by semi-
classical approximations of Feynman’s path integral [11]. Whereas the original work of Heller [20]
does not involve the path integral, a number of methods have been developed by applying these
propagators to Gaussian wave packets to derive the time evolution of semiclassical systems (see,
e.g., Heller [23], Grossmann [16], Tannor [46, Chapter 10] and references therein).

On the other hand, it also turns out that Gaussian wave packet dynamics has nice geometric
structures associated with it. Anandan [3, [4, 5] showed that the frozen Gaussian wave packet
dynamics inherits symplectic and Riemannian structures from quantum mechanics. Faou and Lu-
bich [I0] (see also Lubich [29, Section II.4]) found the symplectic/Poisson structure of the “thawed”
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spherical Gaussian wave packet dynamics (which is more general than the frozen one) and developed
a numerical integrator that preserve the geometric structure. It is worth noting that Heller [20]
decouples the classical and quantum parts of the dynamics and only recognizes the classical part as
a Hamiltonian system, whereas Faou and Lubich [I0] show that the whole system is Hamiltonian.

1.2. Main Results and Outline. The main contribution of the present paper is to provide a
symplectic and Hamiltonian view of Gaussian wave packet dynamics. Our main source of inspiration
is the series of works by Lubich and his collaborators compiled in Lubich [29]. Much of the work
here builds on or gives an alternative view of their results. Our focus here is the symplectic point
of view, as opposed to the mainly variational and Poisson ones of Faou and Lubich [10] and Lubich
[29]. Also, our results give a multi-dimensional generalization of the work by Pattanayak and
Schieve [39] from a mathematical—mainly geometric—point of view.

In Section 2, we start with a review of some key results in [29] from the symplectic point of view,
and then consider the non-spherical Gaussian wave packet dynamics in Section 3. The main result
in Section 3 shows that the non-spherical Gaussian wave packet dynamics is a Hamiltonian system
with respect to the symplectic structure found by a technique outlined in Section 2; the result is
shown to specialize to the spherical case of Faou and Lubich [I0] in Section 5. Then, in Section 4,
we exploit the symplectic point of view to discuss the symplectic reduction of the non-spherical
Gaussian wave packet dynamics. This naturally leads to the reconstruction of the full dynamics and
the associated dynamic and geometric phases in Section 6. Section 7 gives an asymptotic analysis
of the potential terms present in the Hamiltonian formulation. The potential terms usually cannot
be evaluated analytically and one may need to approximate them for practical applications. We
propose an asymptotic approximation that provides a correction term to the locally quadratic
approximation of Heller. Finally, we consider two simple examples: the semiclassical harmonic
oscillator in Sections 8 and a semiclassical tunneling in 9. The semiclassical harmonic oscillator is
completely integrable: We find action—angle coordinates using the Darboux coordinates found in
Section 5 and the associated Hamilton—Jacobi equation, and also find the explicit formula for the
reconstruction phase. The semiclassical tunneling example is solved numerically to demonstrate a
classically forbidden motion of a semiclassical particle.

2. SYMPLECTIC MODEL REDUCTION FOR QUANTUM MECHANICS

This section shows how one may reduce an infinite-dimensional quantum dynamics to a finite-
dimensional semiclassical dynamics from the symplectic-geometric point of view. It will also be
shown that the finite-dimensional dynamics defined below is optimal in the sense described in
Section 2.3. We follow Lubich [29] Chapter II] with more emphasis on the geometric aspects to
better understand the geometry behind the model reduction.

2.1. Symplectic View of the Schrédinger Equation. Let H be a complex (often infinite-
dimensional) Hilbert space equipped with a (right-linear) inner product (-, -). It is well-known (see,
e.g., Marsden and Ratiu [31, Section 2.2]) that the two-form Q on H defined by

Q(¢1,92) = 2hIm (Y1, 12)

is a symplectic form, and hence H is a symplectic vector space. One may also define the one-form
© on H by

O) = —hIm(p,dy); (O(¥), ) = —hIm (¥, p).

Then, one has 2 = —dO. Now, given a Hamiltonian operato H on H, we may write the expec-
tation value of the Hamiltonian (H) : H — R as

(H)(y) = (b, Hy).

n general, the Hamiltonian operator H may not be defined on the whole H.
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Then, the corresponding Hamiltonian flow

.0
iy =V 5y
on H defined by
1X<ﬁ>Q =d(H) (1)
gives the Schrodinger equation
i A

2.2. Symplectic Model Reduction. Let M be a finite-dimensional manifold and suppose there
exists an embedding ¢ : M — H and hence ¢(M) is a submanifold of #.

Proposition 2.1 (Lubich [29] Section II.1]). If the manifold M is equipped with an almost complex
structure Jy : TyM — Ty M such that

TyroJy =1-Ty (2)

for any y € M, then M 1is a symplectic manifold with symplectic form Qng == 1*Q.
The proof of Lubich [29] is based on the projection from H to the tangent space T, ,.(M) of the
embedded manifold ((M). We give a proof from a slightly different perspective using the embedding
t : M — H more explicitly. As we shall see later, the embedding ¢ is the key ingredient exploited

to define geometric structures on the semiclassical side as the pull-backs of the corresponding
structures on the quantum side.

Proof. 1t is easy to show that Qa is closed: dQa = t*dQ) = 0. We then need to show that
is non-degenerate, i.e., T, M N (T, M)+ = {0}, where (-)* stands for the symplectic complement
with respect to Q. Let v, € TyM N (T, M)*; then Jy(vy) € TyM and thus
0 = Qp(vy, Jy(vy))

= Q(Tye(vy), Ty 0 Jy(vy))

= 2hIm (Tye(vy), i Ty(vy))

= 2hRe (Tye(vy), Tye(vy))

= 20 (Tye(vy), Tye(vy)) -
Hence Tyt(vy) = 0 and so v, = 0 since ¢ is injective. Therefore, T,M N (T, M)+ = {0} and thus
M is symplectic with the symplectic form Q. O

Now, define a Hamiltonian H : M — R by the pull-back

H:=/(H)=(H)ou.
Then, we may define a Hamiltonian system on M by
ix,Qm =dH. (3)

Hence we “reduced” the infinite-dimensional Hamiltonian dynamics X (fry O1 H to the finite-
dimensional Hamiltonian dynamics Xz on M.

Remark 2.2. One may also take a variational approach using the Dirac—Frenkel variational principle
(see, e.g., Lubich [29, Section II.1] and references therein) to derive (3); this is also a variational
principle behind other time-dependent approximation methods such as the time-dependent Hartree—
Fock method (see, e.g., Lubich [29] Section II.3]).
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Remark 2.3. The idea of restricting a Hamiltonian dynamics on a (pre-)symplectic manifold to a
symplectic submanifold is reminiscent of the constraint algorithm of Gotay et al. [I5] and Gotay
and Nester [13, 14]. However, in our setting, both the original and restricted (or reduced) dynamics
are defined on strictly symplectic (as opposed to pre-symplectic) manifolds and thus we do not need
to resort to the constraint algorithm as long as the conditions in Proposition 2.1 are satisfied.

If we write the embedding ¢ : M — H explicitly as y — x(y), then one may first find a symplectic
one-form © 54 on M as the pull-back of © by ¢, i.e.,

ax ,
Op =10 = —hl —= Y dy’. 4
M= w55 Yy @
Then, the symplectic form Q4 := ¢*Q2 is given by

Qpm = —dO .

On the other hand, one can calculate the Hamiltonian H : M — R as follows:
H(y) = (x(v), Hx(y)). (5)

2.3. Riemannian Metrics and Least Squares Approximation. As shown by Lubich [29]
Section II.1.2], it turns out that the the finite-dimensional dynamics X is the least squares ap-
proximation to the original dynamics X () in the sense we will describe below. Again, Lubich [29]

exploits the projection from H to the tangent space T, L(y)b(./\/l), but we give an alternative account
using the metrics naturally induced on H and M.

First recall (see, e.g., Marsden and Ratiu [31] Section 5.3] and Chrusciniski and Jamiotkowski [8),
Section 5.1.1]) that any complex Hilbert space H is equipped with a Riemannian metric naturally
induced by its inner product. In our setting, we may define

g(1,v2) = 2R Re (Y1, 12)

so that it is compatible with the symplectic structure €2 in the sense that
911, ¥2) = A1, ¥2) and  Q(1,ith2) = g(Y1,¢2)- (6)
Then, we may induce a metric on M by the pull-back
gm =1"g,

and thus we may define norms |- || and ||-||,, for tangent vectors on H and M, respectively, as

follows:
1 X = Vg(X, X), 9]0 = Vgrm (v, v).

Proposition 2.4 (Lubich [29, Section II1.1.2]). If the manifold M is equipped with an almost
complex structure Jy : TyM — Ty M that satisfies (2), then the the Hamiltonian vector field Xy
on M defined by (3) is the least squares approrimation among the vector fields on M to the vector
field X<H> defined by the Schrédinger equation (1): For any y € M let n := 1(y) € H; then, for
any wy € TyM,

1 1y () = Ty, 12 = X gy () = Tya (X ) = 1 gy I = X1 ) o
where the equality holds if and only if wy, = Xu(y).

Proof. Notice first that the inclusion map ¢ pulls back the compatible triple—metric, symplectic
form, and complex structure—to M, i.e., Eq. (6) implies, for any v, w € T M,

gm(J(v),w) = Qu(v,w) and  Qum(v, J(w)) = gm(v, w).
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We may then estimate the difference between X 5, and W := Tv(w) for any w € T M as follows:

Xy = WP = 9 (X gy = W X gy = W)
= 9(X i Xy ) = 20( Xy W) + g (W, W),

where

and g(W, W) = gam(w,w). Therefore,

1X iy = WP = 9(X 1y Xy ) = 200X, w) + gaa(w, w)
= HX(}})”Q - ”XH”g\/l +9m(Xg —w, X — w)
z HX(m”Q - HXHH%,
where the equality holds if and only if w = Xg. O

3. GAUSSIAN WAVE PACKET DYNAMICS

3.1. Gaussian Wave Packets. In particular, let H := L?(R?) with the standard right-linear inner
product (-,-) and H be the Schrodinger operator:

R h2
H = —2—A+V( x),

where A is the Laplacian in R%.
Let us now consider the following specific form of x called the (non-spherical) Gaussian wave
packet (see, e.g., Heller [20, 21]):

x(y;z) = exp{; B(ﬂ: —9)"Clx—q)+p-(x—q) + (¢ + z’é)] } , (7)

where C = A+ iBB is a d X d complex symmetric matrix with a positive-definite imaginary part,
i.e., the matrix C is an element in the Siegel upper half space [43] defined by

Sy = {C:A—H’BECdXd | A, B € Symy(R), B>o},

where Sym,(R) is the set of d x d real symmetric matrices, and B > 0 means that B is positive-
definite. It is easy to see that the (real) dimension of ¥4 is d(d + 1).
One may then let M be the (d + 1)(d 4 2)-dimensional manifold

M=TR%x ¥, xS! xR,
and a typical element y € M is written as follows:

y:=(¢,p, A, B, 9,0).
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We then define an embedding of M to H := L*(R%) by
iMoo uy) = x(y; )

with Eq. (7). Then, it is easy to show that the embedding ¢ : M < H in fact satisfies condition
(2) of Proposition 2.1, where the almost complex structure J, : TyM — T, M is given by

Jy((j7p7“47 B7 d.>7 5)
= (B_l(Aq _p)7 (AB_1A+ B)q - AB_lpv _B> Aa pTB_l(Aq _p) - 57 —p- q + ¢) )

and hence M is symplectic.
Note that the variable § is essential in the symplectic formulation. We have

h)d 26
6 = Do 2 = (7T _—
NB.6) = Ity I = 0 exp(~2) ()
and so we may eliminate § by solving ||x|| = 1 for ¢ and substituting it back into Eq. (7) to normalize

it. However, without &, the manifold M is odd-dimensional and hence cannot be symplectic. More
specifically, the variable & plays the role of incorporating the phase variable ¢ into the symplectic
setting.

Remark 3.1. As we shall see later, N'(B,d) = Hx|]2 is essentially the conserved quantity (momentum
map) corresponding to a symmetry of the system (by Noether’s theorem). Normalization is intro-
duced as the restriction of x to the level set ||x|| = 1 of the conserved quantity, i.e., x is normalized
on the invariant submanifold of M defined by ||x|| = 1. Furthermore, this setup naturally fits into
the setting of symplectic reduction and reconstruction as we shall see in Sections 4 and 6.

3.2. Symplectic Gaussian Wave Packet Dynamics. We may now calculate the symplectic
one-form O, Eq. (4), explicitly as
)
O =1"0 = N(B,9) (pi dq' — 1 tr(B~1dA) — d¢> , (9)

and hence also the symplectic form on M:

Qg i= —dO g

= N(B, 5){dqi Adp; — %dqi Atr(B~1dB) — %dqi A dd

h

+ §(2B;k13[;1 + B, By YA Ay A dBy
1 2

+3 [tr(B~'dA) AdS — tr(B'dB) A do] + +dg A da}. (10)

On the other hand, the Hamiltonian becomes

H = N(B, 5){7”2 4+ tr[B~1 (A% + B?)] } + (V) (¢,B,9)

2m  4m
:N(B,&){ZP;+£ntr[8_1(¢42+82)] +<V>(q,B)}, (11)

where (V') (q,B,0) is the expectation value of the potential V for the above wave function y;, i.e.,

(V) (q,B,9) = eXP(—if) /Rd V(z)exp [—;(x —)TB(z — q)] dx
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and (V')(q, B) is a normalized version of it:

Wita.5) = i) = [0 /R Dexp| 4o~ B -] dn. (12

In what follows, for any function A(z) such that (4) < oo, we write

. A X 4 X
(Ay = L= (- A" ).
N(B,5)  \lxll™ lixll
Note that if x is normalized, i.e., N'(B,d) = ||x||* = 1, then (A) = (A); in particular (V) = (V).

Now, the main result in this section is the following:

Theorem 3.2. The Hamiltonian system ix, Qym = dH with the above symplectic form (10) and
Hamiltonian (11) gives the semiclassical equations (see also Lubich [29, Section II.4.1]):

i=2. p= V). A=- (L@ -B)-VV]. B=-(AB+BA),

m m m
2 (13)
b=2 - usy (s V). d=wa
2m 2m 4 ’ 2m ’
where V2V is the d x d Hessian matriz, i.e.,
0%V
VV)ij =
( Jis 0x'0xJ

Proof. Calculation of ix, Q2 is straightforward, whereas that of dH is somewhat tedious: Note

first that the derivatives of the potential term (V')(q, B) are rewritten as follows using integration

by parts:
ST =T9V1. 5V = —5 (57 (9VI5)

(]
As a result, we have

VivaTal D h _ _
dH:N(q,B)<<VV>-dq+m ~dp + mtr[(AB L4 B71A)dA]

h 1 2 — —_ 2 __
—trd | —(Iy— B 1A2B Y - ZHB - B NV2V)B L dB} -~ Hd
—|—4tr{[m(d BA“B™Y) 5 B B~H(V2V)B B 5 0],
where [I; is the identity matrix of size d and H is what later appears as the reduced Hamiltonian

in Eq. (18):
2

H:= §—m+4itr[ LA+ B%)] + (V)(g,B). O

Remark 3.3. Writing C = A+ iB, the above equations for A and B are combined into the following
single equation:
. 1 .
C=——C>—(V2V).
m

Remark 3.4. Approximation of solutions of the Schrodinger equation (1) by the Gaussian wave
packet (7) with the semiclassical equations (13) is usually valid for short-times. Specifically, Lubich
[29, Theorem 4.4] estimates that the error ||x(y(t); ) — o (x,t)| is O(tvh). See Hagedorn [I7] for
a similar but more detailed result.

Remark 3.5. The original formulation of Heller [20] (see also Lee and Heller [25]) is not from a
Hamiltonian/symplectic point of view and does not involve expectation values (V') etc. The above
equations seem to be originally derived in Coalson and Karplus [9] by using the Dirac—Frenkel
variational principle (see Remark 2.2); its Hamiltonian structure for the reduced dynamics (see
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Theorem 4.1) in the one-dimensional case was discovered in Pattanayak and Schieve [39] by finding
Darboux coordinates (see Remark 5.1) explicitly. Its connection with the symplectic structure for
the full quantum dynamics is elucidated in Faou and Lubich [10] for the spherical Gaussian wave
packets (see Section 5) and for a general abstract case in Lubich [29, Section II.1], which is restated
in Proposition 2.1.

3.3. Relationship with Alternative Approach using Time-Dependent Operators. There
is an alternative approach, due to Littlejohn [27, Section 7], to deriving time-evolution equations
for the Gaussian wave packet (7). The key idea behind it is to describe the dynamics in terms of
time-dependent operators acting on the initial state, as opposed to assuming, from the outset, a
wave function containing time-dependent parameters as in (7): Let |¢p) be the initial state and
suppose that the state at the time ¢, [(¢)), is given by

(1)) = T (q(t), p(t)) M(S(t) T (0. p0)" [tho), (14)

where T'(dq, dp) is the Heisenberg operator corresponding to the translation (¢, p) — (¢+dq, p+dp) in
T*R? (see Littlejohn [27, Section 3]); S(t) € Sp(2d,R) and M (S(t)) is a corresponding metaplectic
operator (see Littlejohn [27) Section 4]); gy and pg are expectation values of the standard position
and momentum operators for the initial state |1y).

One finds a connection with the Gaussian wave packet (7) by choosing the ground state of the
harmonic oscillator as the initial state |vy), i.e

T 2
e = o) = e ).

Then, one obtains the “ground state” of the wave packets of Hagedorn [17, [I§] (see also Lubich [29]
Chapter V]):

V(1) = (2 |4
_ () ~12 00 L T PO — _
— () aee Qe 4 @ - T PQ M- @) pe -+l . (19

where the parameters (q,p, @, P, ¢) are time ¢ dependent, but this is suppressed for brevity; the
d x d complex matrices ) and P are introduced by writing S € Sp(2d,R) as

g Re@ Im@
_[ReP ImP]'

It turns out that the above wave packet (15) is a normalized version of (7) (up to some difference
in the phase ¢) if S € Sp(2d,R) and A + iB € ¥, are related by

(@) (S) = PQ™" = A+iB
where 7;(g) is the quotient map defined as

A B
¢ D

which naturally arises by identifying 3, as the homogeneous space Sp(2d,R)/U(d) (see Siegel [43],
Folland [12] Section 4.5], and McDuff and Salamon [35, Exercise 2.28 on p. 48]). We also note that
Littlejohn [27, Section 8.1] exploits the identification ¥; = Sp(2d,R)/U(d) to parametrize Wigner
functions of Gaussian wave packets.

Littlejohn [27, Section 7] derives the dynamics for the parameters (g, p, Q, P, ¢) by substituting
(14) into the Schrodinger equation (1) with its Hamiltonian operator being approximated by an
operator that is quadratic in the standard position and momentum operators: More specifically,
one first calculates the quadratic approximation of the Weyl symbol of the original Hamiltonian,
and then obtains the corresponding operator by inverting the Weyl symbol relations.

Ty Sp(2d,R) — Lq; [ ] — (C +iD)(A+iB)™",



SYMPLECTIC SEMICLASSICAL DYNAMICS 9

The advantage of this approach is that one may choose an arbitrary initial state for |19) and hence
is more general than assuming the Gaussian wave packet (7). However, the resulting equations (see
(7.25) of [27]) for (q,p) are classical Hamilton’s equations as in those of Heller [20, [21], whereas the
second equation of (13) has the potential term (VV)(q,B), which generally depends on B and hence
contains a quantum correction. The B-dependence of the potential term is crucial for us because it

allows the system to realize classically forbidden motions such as tunneling (see Section 9).

4. MOMENTUM MAP, NORMALIZATION, AND SYMPLECTIC REDUCTION

The previous section showed that the symplectic structure for the semiclassical dynamics (13)
is inherited from the one for the Schrédinger equation by pull-back via the inclusion ¢ : M — H.
In this section, we show that the semiclassical dynamics also inherits the phase symmetry and
the corresponding momentum map from the (full) quantum dynamics, and thus we may perform
symplectic reduction, as is done for the Schrodinger equation in Marsden et al. [33, Section 5A]
and Marsden [30, Section 6.3].

4.1. Geometry of Quantum Mechanics. Consider the S'-action ¥ : S' x H — H on the Hilbert
space H = L*(R?) defined by

Uo:H—H; e,
The corresponding momentum map J : H — s0(2)* = R, where we identified S* with SO(2), is
given by (see, e.g., Marsden [30}, Section 6.3])

J(y) = —h|lv]*.

The expectation value of the Hamiltonian (fI ) is invariant under this action, and hence Noether’s
theorem implies that the norm ||1|| is conserved along the flow of the Schrodinger equation. In
particular, the level set at the value —h gives the unit sphere S(#) in the Hilbert space H, i.e., the
set of normalized wave functions:

IN=h) ={p e M| ¢l =1} = S(H).
Since S! is Abelian, the projective Hilbert space P(H) = J~1(—h)/S! = S(H)/S! is the reduced
space in Marsden—Weinstein reduction [32] and hence is symplectic: Defining an inclusion i and
projection 7y by
in: I Y =h) > H,  #p:IH(=h) = P(H),
we have the symplectic form Q on P(H) such that
We may then reduce the dynamics to P(#). Note that the geometric phase (Aharonov—Anandan

phase [I]) arises naturally as a reconstruction phase, as shown in Marsden et al. [33 Section 5A]
and Marsden [30), Section 6.3].

4.2. Geometry of Gaussian Wave Packet Dynamics. The geometry and dynamics in M
inherit this setting as follows: Define an S'-action ® : S! x M — M on the manifold M by

(I)G:MHM; (q,p,A,B,¢,5)+—>(a,p,A,B,¢+h¢9,5).

Then, it is clear that the diagram below commutes, and hence ® is the S'-action on M induced by
the action ¥ on H.

M—sH

@gl Wy

M——H
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The infinitesimal generator of the action with £ € s0(2) = R is

d

Emy) = g%g(y) = ﬁi%

e=0
The corresponding momentum map Jy : M — s0(2)* = R is defined by the condition
My

(Im(y), &) = Om(y), Em(y)) = —hN(B,9) ¢,
for any £ € s0(2) and hence
Ju(y) = =hN(B,9).

Thus, we see that Jy = J o or Iy(y) = J(x(y)).

Now, the Hamiltonian H : M — R is invariant under the action, and hence again by Noether’s
theorem, J »/ is conserved along the flow of X, i.e., each level set of J o is an invariant submanifold
of the dynamics Xg. In particular, on the level set

I (=h) = {y € M | Im(y) =~}

we have N'(B,d) = 1 and thus, by Eq. (8), the Gaussian wave packet function x is normalized, i.e.
x|l = 1, and we may write

Xlaciom (@) = <?§:§l> " exp{; B(w ) (A+iB)(x —q) +p-(x—q) + aﬁ] }

by eliminating the variable ¢ as alluded in Section 3.1. Ignoring the phase factor €’®/" in the above
expression corresponds to taking the equivalence class defined by the S'-action, and so the wave

function
det B\ /4 if1 - ,
() eo{ilse-o s de-o+r @-al}
may be thought of as a representative for the equivalence class [x] J/\—Al(_h)] in the projective Hilbert
space P(H).

Theorem 4.1 (Reduction of Gaussian wave packet dynamics). The semiclassical Hamiltonian
system (13) on M is reduced by the above S'-symmetry to the Hamiltonian system

ix Qp=dH (16)
defined on
My == I} (—h)/S' = T*R? x 3y,
with the reduced symplectic form
Q =dg’ Adp; + 23@1@;%%1@ A dBy (17)
and the reduced Hamiltonian
H= » + [B71(A*+ B%)] + (V)(¢,B). (18)
2m  4m
As a result, Eq. (16) gives the reduced set of the semiclassical equations:
_ . 1 S . 1
Q=2 p=-(VV), A=——(L-B)-([VV), B=-—(AB+BA). (19

A few remarks are in order before the proof:
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Remark 4.2. Note that the reduced symplectic form €2, is much simpler than the original one Qx4
in Eq. (10); it consists of the canonical symplectic form of classical mechanics and a “quantum”
term proportional to A. The quantum term is in fact essentially the imaginary part of the Hermitian
metric
gs, = tr(B-1dC B~'dC) = B;,' B;;'dCu © dC;;
on the Siegel upper half space ¥, [43], i.e.,
Imgs, = —Bi_lel;Id.Aij A dByg,

and this gives a symplectic structure on the Siegel upper half space 4.
Remark 4.3. Again, we may replace the last two equations of (19) by the succinct form

. 1 _

C=——C*—(V2V)

m

with C = A + iB.
Proof of Theorem 4.1. A simple application of Marsden—Weinstein reduction [32] (see also Marsden

et al. [34, Sections 1.1 and 1.2]). In fact, all the geometric ingredients necessary for the reduction
are inherited from the (full) quantum dynamics as follows: Define the inclusion

in Iy (=h) = M,
the quotient map
mh It (—h) = Iy (—h) /St =: My,
and also another inclusion
[ : My = P(H); [yl = [x(®)],
where [ -] stands for the equivalence classes defined by the S'-actions ¥ and ®. Then, the diagram
below commutes and shows how the geometric structures are pulled back to the semiclassical side.

Me—t

Il (=h) ——— J71(~h)

dagien

Th T

My ————— B(H)

(4]

Figure 1 gives a schematic of the inheritance.
The level set JJ\_AI(—h) is defined by N(B,d) = 1, and so one may eliminate § (see Eq. (8)) to
write

I (=h) = T'R? x $q x §' = {(q,p, 4, B, 9)},
and therefore the Marsden—Weinstein quotient is given by

My = I3 (=1) /8" = T'R? x g = {(¢,p, A, B)}.
Then, the reduced symplectic form (17) follows from coordinate calculations using its defining
relation o
We also have the reduced Hamiltonian H : M), — R, which appeared earlier in Eq. (18), uniquely
defined by o
Ho Th = H’J;ll(fh)

due to the S'-invariance of the original Hamiltonian H.
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My =TIy (—h)/S! c

P(H)

~

[4]

FIGURE 1. Geometry of Gaussian wave packet dynamics: The geometric structures
necessary for symplectic reduction of semiclassical dynamics on M are inherited
from the full quantum dynamics in H as pull-backs by inclusions.

Then, the Hamiltonian dynamics ix, Q¢ = dH on M is reduced to the Hamiltonian dynamics
ix {2 = dH on the reduced space Mp. O

5. SPHERICAL GAUSSIAN WAVE PACKET DYNAMICS

This section is a brief detour into a simple special case of Gaussian wave packet dynamics that
assumes that the wave packet is “spherical”, i.e., A = aly and B = bl; with I; being the identity
matrix of size d; hence we replace the Siegel upper half space ¥; by ¥1 even if d # 1. We also
introduce the Darboux coordinates for the resulting semiclassical dynamics; they will be later
exploited in the harmonic oscillator example in Section 8 to find the action—angle coordinates.

5.1. Spherical Gaussian Wave Packet Dynamics. Setting A = aly; and B = bl; in Eq. (7)
gives the “spherical” Gaussian wave packet, i.e.,

i1 . .
i) =esp{ 4 5@t il = g +p- (@ a) + 0+ i0)| |
The manifold M is now
M=TR%x ¥ x S' x R.

Note that the Siegel upper half space ¥ = {a + ib € C | b > 0} is literally the upper half space of
C. The manifold M is (2d 4 4)-dimensional, and is parametrized by

y:=(q,p,a,b,,6).

The symplectic one-form O ¢, Eq. (9), now becomes

O i=1"0 :N(b,é)(pidqi— ZZda—dgb)

with
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and hence the symplectic form Q25 on M is

d p;

Qpn = N (b,6)|dg" Adp; — m

. Wi .
dq’/\db—%dql/\dd

d(d+2)h
L dd+2)

d P
g daAdbt o (dands —dbAdg) + Sdo Ads),

which is given by Faou and Lubich [I0] (see also Lubich [29) Section II.4]).
On the other hand, the Hamiltonian H : M — R, Eq. (5), is given by

H=N(b,5) {271% <p2 +dn “2;)62” + (V) (g,b,5)
— N(b,5) [2371 (p2 can® x bz) + (g, b)] , (20)
where
) (0:0.8) 1= (V) =esp( -5 ) [ viaes(~ o - o)
and
Wit = 0 (;)M [ ves (gl - o) a (21)

Hence, as shown in [10], the Hamiltonian system (3), i.e.,
iy, Qu = dH
with
0 g .0 .0 .0

40 . .
XH—qaiqlﬁ—pzaipl'i‘a%‘f‘b%"‘éﬁ*‘l-(sf

gives the spherical version of the equations of Heller [20]:

S 2 1. . 2ab
i=2, p=—(VV), a=-"""1Z[AV), b=-—",
" s a e  a " (22)
A R | 7ALL SR j— 20
¢= 2m V) 2m b 4b<Av>’ o om

We may apply the symplectic reduction in Theorem 4.1 to obtain the following reduced symplectic
form on Mj;:

o dh

The reduced Hamiltonian (18) is now

2 2 2
= _ P a®+b
H = 2 + dh g + (V)(q,b),
and the reduced equations (19) become
2 b2 1 . 2ab
i=L,  p=-(VV), a=-"—=--@AV), b=-—" (23)
m d m
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5.2. Darboux Coordinates. Let us define the new coordinate system

: _ - VARN (b6 Vd
(qzvr7 (:07pi)p7‘7p<,0) = <qz’ T (b ), -, N(bv 5)]9, 7

a, N'(b, 5)) : (24)

Then, the symplectic form 24 takes the canonical form
Qm = dg' Adp; + dr Adp, + de Adp,,

and thus the above coordinates are the Darboux coordinates. Hence, the Hamiltonian system (23)
is transformed to the following canonical form:

o od . oH
opi’ opr’ Oy’

. _om . om . on

Di = 8q"’ Pr = o’ Py = 8@-

The Darboux coordinates (24) for M induce those for M, as follows: On the level set J&l(—h),
we have A'(b,6) = 1 and thus p = p; therefore we have the Darboux coordinates (¢¢, p;,r, p;.) for

My, with
( )_@ h
Tva - 2 b?a b

that is, the reduced symplectic form €, takes the canonical form
Q= dg' Adp; + dr Adp,. (25)

Therefore, the reduced dynamics (16) with

X = 'ii_i_ "i—i-?'”g—i- : i
H — q aql p’L apl 87' p’l" 8p7~
is written as canonical Hamilton’s equations:
, OH . OH , OH _ OH
q = = bi = — Pr =

- Op;’ "= op,’ g’ o
Remark 5.1. That the variables b~! and a are essentially canonically conjugate was pointed out by
Littlejohn [28] and Simon et al. [45]. See also Broeckhove et al. [7] and Pattanayak and Schieve

139].

6. RECONSTRUCTION—DYNAMIC AND GEOMETRIC PHASES

6.1. Theory of Reconstruction. As described in Section 4.2, the Gaussian wave packet dynamics
X defined by (3) in M may be reduced to the Hamiltonian dynamics X defined by (16) in the
reduced symplectic manifold Mp, := J H(—h) /S'. Now let &(t) be an integral curve of the reduced
dynamics X7, i.e., ¢(t) = X (€(t)). Then, the curve ¢(t) is the projection of an integral curve
¢(t) of the full dynamics Xy on ij(—h), i.e., T, 0 ¢(t) = ¢(t). Then, a natural question to ask is:
Given the reduced dynamics ¢(t), is it possible to construct the full dynamics c(t)? The theory of
reconstruction (Marsden et al. [33]; see also Marsden [30, Chapter 6]) provides an answer to the
question, and the so-called dynamic and geometric phases arise naturally when reconstructing the
full dynamics from the geometric point of view.
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6.2. Dynamic Phase. For the full quantum dynamics with the Schrodinger equation, we may
define a principal connection form &7 : TJ~!(—h) — s0(2) on the principal bundle J=!(—h) — P(H)
as follows (see Simon [44] and Montgomery [38, Section 13.1]):

o () =Im (Y, dV) [r,5-1n; (A (), vyp) = Im ($,vy) for vy € TyI ™ (—h),
that is, < is —O/h restricted to J~*(—%). Since ||¢|* = (¥,v) = 1 for ¢ € J~1(—h), we have
(dip, ) + (1, de)) = 0, and thus
A (W) = =i (,dy).

This induces the principal connection form @y : T J/_\/}(—h) — 50(2) on the principal bundle
J Xj(—h) — My, that is given as follows:

1 1 co1
=l = 5 dp— S pidg + tr(B~1d.A), (26)
which, for the spherical case, reduces to
A= tdag -1 dgi+ 24 —1(—d —pidg' + rdp,) (27)
M_h hpzq b a_h Y —pidq T 7dpyr).

Now, let yo be a point in J/_V%(—h) and d(t) be the horizontal lift of the curve ¢(t) such that
d(0) = yo, i.e., the curve defined uniquely by 7 o d(t) = ¢é(t) and d(0) = yo with

dp(d(t)) - d(t) = 0. (28)

Then, since the full dynamics c(t) satisfies 7y, o ¢(t) = ¢(t), we have 7, o ¢(t) = mj o d(t), and thus
there exists a curve g(t) in S' such that c(t) = g(t)d(t). By the Reconstruction Theorem ([33]
Section 2A] and [30) Section 6.2]), the curve g(t) in S! is given by

o) = e (i [ ets)s) (29)

§(t) == p(d(t) - Xp (d(t))
is a curve in s0(2) = R. It is straightforward to see, from Eqs. (11), (23), and (27), that

(= ) __Hew) 0

where

where the the second equality follows from the S'-invariance of the Hamiltonian H; the last equality
follows since c(t) is an integral curve of Xy, and so the Hamiltonian H is constant along ¢(t), and
its value is determined by the initial condition E := H(c(0)). Therefore, we obtain

g(t) = exp(—;Et> ,

which is compatible with the result for the full quantum dynamics (see, e.g., Montgomery [38],
Section 13.2]). Then, the dynamic phase gy, € S' achieved over the time interval [0, 7] is given by

i i
9dyn = eXp<hA¢dyn> = exp(—hE T) .

where Adqyy is the change in the angle variable ¢ in the coordinates for M (see also Eq. (7)):
Apgyn = —ET.
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6.3. Geometric Phase. The curvature of the principal connection form (26) is given by
1 ; b, 1,
B = Ao = + (dq@ Adp; + ZBileljldAij A dBkl> :
and, for the spherical case, we have

1/, dh

Therefore, its reduced curvature form, i.e., ¢ viewed as a two-form on My, becomes

_ 1_
By, = ~ Q.
h 7 h

Suppose that the curve of the reduced dynamics on My, is closed with period T, i.e., ¢(0) = &(T)
for some T' > 0. Then, the geometric phase (holonomy) geeom € S achieved over the period T is
defined by

d(T) = Ygeom d(O).
Let D be any two-dimensional submanifold of Mj whose boundary is the curve ¢([0,7)); then

the geometric phase is given by the following reconstruction phase (see, e.g., Marsden et al. [33]
Corollary 4.2]):

ggeom = eXp<;A¢geom) = eXp<—i /A g@ﬁ) = eXp(-;//DQh> € Sl.

where Aggeom is the change in the angle variable ¢:

Bbgeom =~ | /D % (31)

This generalizes the result of Anandan [3], [, [5], which was derived for the frozen Gaussian wave
packet, i.e., the spherical case with a and b being constant.

Notice that we derived the above formula as a reconstruction of the Hamiltonian dynamics in
M; namely, we have incorporated the phase variable ¢ (accompanied by 0) into the expression of
the Gaussian wave packet (7) to write the full dynamics in M as a Hamiltonian system (see the
discussion just above Remark 3.1), and the reconstruction of the dynamics on M from the reduced
dynamics on M, gave rise to the geometric phase. This gives a natural geometric account (and
generalization) of the somewhat ad-hoc calculations performed in [3H5].

6.4. Total Phase. Combining the dynamic and geometric phases, we obtain the total phase change
over the period T

1 7 _
Gtotal = €XP| ~Adtotal | = 9dyn * 9geom = €XP|—— ET+ // Qp )
h 7 5

Athotal = A(bdyn + A¢geom =—-ET - // ﬁh:
D

which is similar to the rigid body phase of Montgomery [37] (see also Hannay [19], Anandan [2],
and Levi [26]). Noting that the phase factor in (7) is €’¢/", it is convenient to rewrite the result as

A<¢t;;al> :;(—ET—//DQ,E>. (32)

Note that we made an assumption that the reduced dynamics on M}, defined by X7z is periodic
with period T. In Section 8.3 below, we will show that such a periodic orbit in M, in fact exists
for the semiclassical harmonic oscillator and calculate the explicit expression for the total phase.

or
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If the reduced dynamics is not periodic, we do not have a simple formula for the phase change as
above. However, one may still obtain an expression for the phase factor ¢ in terms of the reduced
solution ¢(t) = (q(t),p(t), A(t), B(t)) defined by Eq. (19). Let us write

d(t) = (q(t), p(t), At), B(t),9(t),0(t)),  e(t) = (a(t), p(t), A(t), B(t), ¢(1), (1))

Since c(t) = g(t) d(t) with g(t) given by Eq. (29),

o) = [ &(s)ds +0(0),

and so, using the expression for £(t) in Eq. (30),

o(t) = hE(t) + 9(t) = —H(d(t)) + (1)

Now, the horizontal lift equation (28) gives

D= pig— " tr(B~1A)

4
2
_ h —1/ 42 _ 132 E 17997\
L4 ZaBr B)]+4tr<8 v V>>,

where we used the reduced equations (19). As a result, by using the expression for the Hamilton-
ian (11) and noting that N (B, d) = 1 here, we obtain,

2
S A v N n 1792
b=2— V) 2mtrB+4tr<B <vv>),

thereby recovering the equation for ¢ in the full dynamics (13).

7. ASYMPTOTIC EVALUATION OF THE POTENTIAL

One obstacle in practical applications of the semiclassical Hamiltonian system, Eq. (13) or (19),

is the evaluation of the potential terms (V), (VV'), and (AV'), which are generally given by compli-
cated integrals (see Egs. (12) and (21); originally due to Coalson and Karplus [9]). If the potential
V() is given as a simple polynomial, one may reduce the integrals to Gaussian integrals and obtain
closed forms of them exactly; this is particularly easy for the spherical case (see Eq. (21)). However,
one rarely has such a simple potential V(z) in problems of interest in chemical physics, and thus
there is a need to approximate the potential terms.

As mentioned in Remark 3.5, Heller’s formulation does not involve these averaged potential terms,
but from our perspective, it can be interpreted as adopting the following simple approximations of
the expectation values:

(V)(g,B) = V(q), (VV)(g,B) ~VV(q), (AV)(q,B) =~ AV (q).

Notice, however, that this approrimation neglects non-classical effects coming from B altogether,
and seems to be too crude for a semiclassical model.

Instead, we apply Laplace’s method to the integral in the potential term (V) to obtain an
asymptotic expansion of it. As we shall see later, this also results in an asymptotic expansion of
the Hamiltonian H, Eq. (11), and then our Hamiltonian/symplectic viewpoint provides a correction
term to the formulation by Heller [20] and Lee and Heller [25]. The main result in this section,
Proposition 7.1, gives a multi-dimensional generalization of the expansion for the one-dimensional
case in Pattanayak and Schieve [39] with a rigorous justification.
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7.1. Non-spherical Case. The key observation here is that the potential term (V), Eq. (12) or
(21), is given as a typical integral to which one applies Laplace’s method for asymptotic evaluation

of integrals, i.e., we have
— [det B
<V>(Q)B) = (Wh)d Fh((LB)a

Fy(q,B) := /Rd efi@)/n V(x)dx (33)

where

with
R(z) = —(z — q)" B(z — q).

Now, an asymptotic evaluation of the integral Fj(q, B) gives us the following:

Proposition 7.1. If the potential V(z) is a smooth function such that e”®@/MV () is square

integrable in R? for some o € [0,1), then the potential term (V') has the asymptotic expansion

(V) (q,B) ~ Z cn(q, B)R" as h—0, (34a)
n=0
where
(@ B)i=— % 9:(9) (34D)
G b2 (i /2)!
Jjr all even
and

9lil -
ol ock .. ogl V) (34

with V(&) := V(g +&); b1, ...bg are the eigenvalues of B, and Q is the orthogonal matriz such that

BQ = Qdiag(bl, ey bd),

i.e., each of its columns is an eigenvector of B.

9;(€) == DIV (Q¢)

Proof. The asymptotic expansion follows from a standard result of Laplace’s method (see, e.g.,
Miller [36, Section 3.7]) applied to the integral Fj(q, B) in Eq. (33) restricted to a neighborhood of
the point x = ¢q. Hence, we need an estimate of the contribution from the remaining part of the
integral to justify the expansion. See Appendix A for this estimate. g

In particular, we can rewrite the first two terms more explicitly:
— h
(VY(q,B)=V(q) + 1 tr[B7'V2V (q)] + O(h®) as h— 0. (35)

Therefore, the Hamiltonian (11) becomes, as i — 0,

H = N(B, 5){]92 +V(q) + % tr[B~H (A + B?)] + Ztr(3*1v21/(q)) + O(hQ)} :

2m

We may then neglect the second-order term O(h?) to obtain an approximate Hamiltonian

H~ H, =N (B, 5){2”; + Vi) + Ztr [31 (AQZBQ + VQV(q))} } .
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Then, the Hamiltonian system i X, Qar = dH; gives the following approximation to Eq. (13):

. P .0 h 12
Q= D=5 V@t uB7VV()).
A=Y -V, B=-1B+BA) (36)
m m
2
Py P
o= o V(q) 5 tr B, §= - tr A.

Notice a slight difference from those equations obtained in Heller [20] and Lee and Heller [25]: The
second equation above has a semiclassical correction proportional to h, whereas those in [20, [25] are
missing this term. Furthermore, since the correction term generally depends on B, the equations
for ¢ and p are not decoupled as in Heller [20]. Therefore, it is crucial to formulate the whole
system—as opposed to those for q and p only—as a Hamiltonian system. We will see in Section 9
that this semiclassical correction term in fact realizes a classically forbidden motion.

Remark 7.2. If the potential V(x) is quadratic, then the asymptotic expansion (34) terminates at
the second term, i.e., ¢, = 0 for n > 2, and becomes exact. Hence H = H; and so Eqs. (13) and
(36) are equivalent. Moreover, since V2V (¢) is now constant, the second equation in (36) reduces
to the canonical one, and hence Eq. (36) reduces to those of Heller [20] and Lee and Heller [25].

One may reduce Eq. (36) just as in Theorem 4.1: The reduced system i X, Qn = dH; with the
reduced approximate Hamiltonian

2 2 2
A ﬁ (A +B 9
Hy:= - +Vig) + i [B (m +V V(q))]

gives the first four equations of (36). Notice that the Hamiltonian is split into the classical one and
a semiclassical correction proportional to A.

7.2. Spherical Case. The asymptotic expansion for the spherical model from Section 5 follows
easily from Eq. (35): Setting B = bl; gives

— h
(V)(g,0) = V(g) + 7 AV(9) + O(h*) as h—0. (37)
Note that higher-order terms are easy to calculate for the spherical case, because B = bl implies
that by =b for k=1,...,d and Q = I;. Now, Eq. (36) becomes

. p . a h . 1 2 2 1 . 2ab
_P S LN (@2 —)—=A _ 2
2
o dh . dh
A WL N .
¢ 2m V(o) om 2m

8. EXAMPLE 1: SEMICLASSICAL HARMONIC OSCILLATOR

In this section, we illustrate the theory developed so far by considering a simple one-dimensional
harmonic oscillator. For this special case, the system (23) is easily integrable as shown by Heller [20];
however, we approach the problem from a more Hamiltonian perspective. Namely, we first find the
action—angle coordinates for the reduced system using the Darboux coordinates from Section 5.2.
As we shall see later, the action—angle coordinates give an insight into the periodic motion of the
system, and facilitates our calculation of the geometric phase.
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8.1. The Hamilton—Jacobi Equation and Separation of Variables. Consider the one-dimensional
harmonic oscillator, i.e., d = 1 and
1
V(z) = imw%z.
Note that for the one-dimensional case, the non-spherical wave packet reduces to the spherical one.
Then, the potential term is easily calculated to giveﬂ
— mw?h

(V)(a,0) = V(a) + ——,

and so the Hamiltonian (20) is

2 2 2
H:N(b,é)[;n<p2+ha o >+mw (q2—|- h)]

2 2b

or, using the Darboux coordinates defined in Eq. (24),

Then, the reduced Hamiltonian (18) becomes

— 1/, a’® + b? mw?( 5 h
H—2m<p h )* >\ T

2

h
2 [
(¢ +7)+ Smr’

mw2

1
= f(p2+4rpz) + 5

2m

which also follows from Eq. (38) with p, = 1.
The Hamilton—Jacobi equation for the reduced dynamics

— ow ow
H —,— | =F
<q7 r? aq Y a,r )

with the ansatz W (q,r) = Wy(q) + W, (r) gives

1 (dW,\?  2r (dW,\* muw?® , h?
— = — — =F.
2m<dq> +m<d7’) * 2 (4 +T)+8mr

Hence, by separation of variables, we obtain

1 [dW, > muw? 2 2 (dW,\*  muw? h?
— - = E,,
2m(dq) I b m\ar ) T2 " B
where F1 and E,. are constants such that £y + E, = E. Thus,
awy, dW, muw a L2
4 = 4\ /2mE; — m2w?¢? =41+ - - =
dq VamE; — miui?, dr 2 +r 2r2’
where
2F, h
o= ) L:= ,
mw? V2mw

and we assume that L < «/ V2 is satisfied.

2Since V (z) is quadratic, the asymptotic expansion (34) is exact, i.c., ¢, = 0 for n > 2, and so (34) gives the same
result.
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8.2. Action—Angle Coordinates. The above solution of the Hamilton—Jacobi equation gives
rise to the canonical coordinate transformation to the action—angle coordinates, i.e., (¢, 7, p,pr) —
(917 07"7 [17 [’I‘)
The first pair of action—angle coordinates (1, I) are those for the classical harmonic oscillator:
Let 1 be the curve (clockwise orientation) on the ¢g-p plane defined by p? = (dW,/ dg)?, ie.,
1, n mw?
om? T2
which is an ellipse whose semi-major and semi-minor axes are \/2E;/m/w and v/2mE;. Therefore,
the first action variable Iy is given by Stokes’ theorem as follows:

q*> = P,

1 1 E 1/ 1 mw?
L=—¢ pdg=— dpAdq=1=<p2+q2>,
27 J, 21 J 4, w w \ 2m 2

where A; is the area inside the ellipse (with the orientation compatible with that of ~;; see Fig 2),
i.e., A1 = 71; hence the surface integral is the area of the ellipse.

b Dr

7
Yr

Ay

FIGURE 2. Periodic orbits on the ¢g-p and r-p, planes.

The angle variable 6 is then

0 dw,
91:/q dq:/\/Qmwh—m2w2q2dq:tan_1 myd
ol dq p

Interestingly, the second pair of action—angle coordinates (6,, I,.) is essentially the same as those
for the radial part of the planar Kepler problem (see, e.g., José and Saletan [24, Example 6.4
on p. 318]). Let 7, be the curve (clockwise orientation) on the r-p, plane (see Fig 2) defined by
P2 =(dW,/dr)?, ie.,

2r 5 muw? h?
il " _E
Pt 2 T Smr "
or
muw a L?
LY B
Pr 2 + r o 2r2

Setting p, = 0 yields r = r4 := (a £ vVa? — 2L?)/2. Then, the action variable I, is calculated as

follows:
1 mw [T a L2
I = — pdr = — -1+=—-—d
" %ﬁrp "7 or /r_ Vo T
E. h 9 Mw h? h

r

o 4w T T T mer @
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The angle variable 6, is then given by

9 faw, . [4ri(mPw? — 4p?) — B2
“or ) ar T [ '

0
" 16m w r2p,

The (reduced) Hamiltonian H is then written in terms of the action variables as follows:

— h
H:<I1+2IT—|—2>W.

Then, the reduced dynamics on My is written as

_0H _ g o0H _
“on Y T arn

and I; and I, are constant. Therefore, the reduced dynamics is now transformed to a periodic flow
on the torus T2 = S! x S' = {(01,6,)}.

01

2w,

8.3. Calculation of Geometric Phase. Recall, from Section 6, that we may calculate the geo-
metric phase achieved by a periodic motion of the reduced dynamics on Mj,. The previous section
revealed that the reduced dynamics is in fact periodic with period 7' = 27 /w; we have also obtained
the curves traced by the periodic solution on the ¢-p and r-p, planes. These results enable us to
calculate the geometric phase explicitly. First recall from (31) with (25) that we have

Apgeom = — // (dg Adp+dr Adp,),
D

where D is any two-dimensional submanifold in M} whose boundary is the periodic orbit I' C Mjp,
i.e., the curve c : [0, T] — M} defined by the reduced dynamics. Then, the projections of the curve
I'" to the ¢g-p and r-p, planes are the curves y; and -, defined above, including the orientations
(note that the clockwise orientations for «; and ~, coincide with the direction of the dynamics on
I'). Therefore, we have

Angeom = f pdq + 2% prdr,
71 r

since the projection of I' to the 7-p, plane gives two cycles of ~, for a single period T' = 27 /w.
Using the expressions for p and p, from the above subsections, we obtain

9 E
Adgeom = ”T —nh=ET —nh,

which gives the following Aharonov—Anandan phase (note that the phase factor in (7) is e*¢/"):

d)geom ET
A -2t
(h no

and hence the total phase change is given by, using Eq. (32),
A <¢t0tal> —A <¢dyn + (z)geom) -

h h

This implies that the corresponding wave function (see Eq. (7)) flips “upside down” (just like a
falling cat!) after one period, i.e.,

toy(T)=—1oy(0) or x(y(T);z)=—x(y(0);z).
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9. EXAMPLE 2: SEMICLASSICAL TUNNELING ESCAPE

For the above harmonic oscillator example, one does not observe quantum effects in the trajectory
q(t) of the particle, as the equations for the position ¢ and momentum p coincide with the classical
Hamiltonian system for the harmonic oscillator as the potential is quadratic (see Remark 7.2).

In order to observe quantum effects taken into account by the correction term in the potential
(35), let us consider the following one-dimensional example with an anharmonic potential term
from Prezhdo and Pereverzev [41] (see also Prezhdo [40]):

1
V(z) = om w?x? + ca®. (39)

Note that the asymptotic expansion (37) of the potential term (V') (g, b) terminates at the first-order
of i and gives the exact value of (V')(q,b):

— 1+ 6¢cq
(Vi(g.0) = V() + h—p—.

Following Prezhdo and Pereverzev [41], we choose the parameters as follows: m = 1, w = 1,
¢ =1/10, and h = 1 (to make quantum effects more prominent, although this is not quite in the
semiclassical regime).

The initial condition is

(Q(0)7p(0)7 a(0)7 b(O), ¢(0)’ 6(0)) = (17 _1’ O, 1, _17 111(71')/4), (40)

where the value of §(0) is chosen so that the Gaussian wave packet is normalized.

Ficure 3. Potential (39) with m = 1, w = 1, ¢ = 1/10; H is the classical
Hamiltonian and H is the semiclassical Hamiltonian (20) with initial condition (40).
H, < Vi < H implies classical trajectory is trapped but semiclassical trajectory
may escape through the potential barrier. The green dot and arrow on the z-axis
indicate the initial position and velocity of the particle.

Figure 3 shows the shape of the potential as well as the values of the classical and semiclassical
Hamiltonians H¢ and H with the above initial condition (40). The potential has a local maximum
at x = —10/3 with V; := V(-10/3) ~ 1.85, whereas Hy = p?/2m + V(q) ~ 1.1 and H = 2 and
so Hy < Vi < H; this implies that the classical trajectory is trapped inside the potential well and
undergoes a periodic motion, whereas the semiclassical trajectory may tunnel through the wall at
x = —10/3. Intuitively speaking, the variables (g, p) in the semiclassical equations may “borrow”
some energy from the variables (a,b) (see the expression for the semiclassical Hamiltonian (20))
and therefore may have extra energy to climb over the wall.

Figure 4 shows the phase portrait and the time evolution of the position of the particle for both
the semiclassical and classical solutions with the same initial condition for (g,p). We used the
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q t
(a) Phase portrait (b) Time evolution of the position of the particle

FIGURE 4. Semiclassical Tunneling: The semiclassical solution escapes the potential
well inside which the classical solution is trapped.

variational splitting integrator of Faou and Lubich [10] (see also Lubich [29, Section IV.4]) for the
semiclassical solution and the Stérmer—Verlet method [47] for the classical solution; the time step
is 0.1 in both cases. (It is perhaps worth mentioning that the variational splitting integrator is a
natural extension of the Stormer—Verlet method in the sense that it recovers the Stormer—Verlet
method as i — 0 [10].) We observe that the semiclassical “particle” indeed escapes from the
potential well, whereas the classical solution is trapped inside the potential well. Compare them
with Figures 2 and 3 of Prezhdo and Pereverzev [41]: Our semiclassical solution seems to be almost
identical to the solution of their second-order Quantized Hamiltonian Dynamics (QHD), which
is shown to approximate the solution of the Schrodinger equation much better than the classical
solution does [41]. In fact, as mentioned in [4I] and [40], the second-order QHD yields equations
similar to those of Heller [20] with a correction term to the classical potential. It is likely that the
second-order QHD is identical to (36), although the relationship between them is not so clear to
us as the two approaches are quite different in spirit: The Gaussian wave packet approach uses the
Schrodinger picture, whereas the QHD employs the Heisenberg picture. It is an interesting future
work to bridge the gap between the two.

10. CONCLUSION

We gave a symplectic-geometric account of Heller’s semiclassical Gaussian wave packet dynamics
that builds upon on a series of works by Lubich and his collaborators. Our point of view is helpful in
understanding how semiclassical dynamics inherits the geometric structures of quantum dynamics.
Particularly, the geometry behind the symplectic reduction and reconstruction of semiclassical
dynamics is inherited from quantum dynamics in a natural way. We also derived an asymptotic
formula for the expected value of the potential to approximate the potential terms appearing in
the system of equations for semiclassical dynamics. The asymptotic formula not only naturally
generalizes Heller’s approximation but also indicates that it is crucial to couple the equations for
the classical position and momentum variables ¢ and p with those of the other quantum variables,
thereby justifying our point of view of regarding the whole system as a Hamiltonian system.
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APPENDIX A. PROOF OF PROPOSITION 7.1

First take the ball B.(q) and then split the integral Fj in Eq. (33) as follows:

F(q, B) :/

MO/ Y (1) d + / M@/ Y (1) de.
Be(q)

Rd\Bs (9)

Then, since V is assumed to be smooth, we obtain the asymptotic expansion (34) by applying the
standard result of Laplace’s method (see, e.g., Miller [36], Section 3.7]) to the first term. We need
an estimate of the second term to justify the expansion. Introducing the variable £ := = — ¢ and
defining

R(&):=R(g+¢& =—¢"B¢ and V() :=V(q+¥),

we have

/ @MY () da = / R/ V(€)de
R4\ Be(q) R\ B¢ (0)

/2 , 1/2
- / e2A=0)RE©/h ge / [eaé(g)/ﬁ ‘7(5)} dg ’
~ \Uras.0) AP0

where we used the Cauchy—Schwarz inequality. The second term is bounded by assumption. To
evaluate the first term, we introduce the new variable n = QT'¢; then the exponent simplifies to

d
2(1—0)R(Qn) = —2(1 - 0)n" Q"BAn = = Buni,
k=1

where we set O := 2(1 — 0)bg, which is positive. Thus, we have

/ 2A=REO/M e _ o= Tie Bn/h gy
R4\ B (0) R4\ B.(0)

< / e~ Tho Bun/h gy,
Rd\C’E/\/a

d

B H/ e PR/ dy,
i1 Y Ine|>e/Vd

where C_ IVa is the hypercube defined by

5
Cs/\/E:: {neRd\\nk]<\/8fork:1,...,d},
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which is clearly contained in B.(0). Writing ¢4 := ¢/v/d for shorthand, the Cauchy-Schwarz
inequality gives

o]
/ =B/ g — 9 / =B /h g,
|nk‘25d 4

— 9eBrei/h /Oo e Br(m—ea)?/h —2Bymkea/h dnge
£

d

00 1/2 ) 1/2
< Qeﬁkéi/h </ e—QBk(ﬂk—Ed)2/h d77k> (/ e~ 4Benkea/h dnk)
4 &d
1/4 3/4
_(dr DN —pue?/(an)
8e? B

1/4 3/4
(AN h e san
8¢e2 2(1 — o)by '
Therefore,

; dr \ Y4 he 34 2¢2(1—o)trB
R/ ge (4T L2 -0 BY
/Rd\&(of % —<852> ([2(1—a>}ddet6> eXp< ah > o)

as h — 0 for any real p, since the above exponential term is dominated by any real power of A.
Therefore,

/ ePD/My (2)de = o(hP) as h—0
R4\ B:(q)
for any real p as well, and so the above integral has no contribution to the asymptotic expansion.
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