Backward Spreading of Memory-Retrieval Signal in the Primate Temporal Cortex
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Bidirectional signaling between neocortex and limbic cortex has been hypothesized to contribute to the retrieval of long-term memory. We tested this hypothesis by comparing the time courses of perceptual and memory-retrieval signals in two neighboring areas in temporal cortex, area TE (TE) and perirhinal cortex (PRh), while monkeys were performing a visual pair-association task. Perceptual signal reached TE before PRh, confirming its forward propagation. In contrast, memory-retrieval signal appeared earlier in PRh, and TE neurons were then gradually recruited to represent the sought target. A reasonable interpretation of this finding is that the rich backward fiber projections from PRh to TE may underlie the activation of TE neurons that represent a visual object retrieved from long-term memory.
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Encoding and declarative retrieval of declarative memory depends on the integrity and interaction between the neocortex and the medial temporal lobe system (1, 2). The inferior temporal (IT) cortex, which serves as the houseeh of visual long-term memory (3–10), consists of two cytoarchitectonically distinct but mutually interconnected areas (11, 12): area TE (TE) and the perirhinal cortex (PRh). TE is located at the final stage of the ventral visual pathway (Fig. 1A) (13, 14), whereas PRh is a limbic polymodal association area (1, 2). Forward flow of visual information from TE to area 36 (A36), an immediate adjoining region in PRh, is thought to serve the memory-encoding process (5, 6, 13, 16). Recently, we found that memory neurons are more abundant in PRh (16), and that a neurotrophin, BDNF (brain-derived neurotrophic factor), was selectively induced in PRh during memory formation (17), further supporting the hypothesis of memory storage by neural circuit reorganization. However, the function of the rich backward projection from A36 to TE has not been examined. On the basis of previous observations that IT neurons are dynamically activated by the necessity for memory recall in monkeys (18–20), we hy-
neurons were recorded from A36 and TE (Fig. 1C) (22). The responses of a representative A36 neuron, with stimulus-selective delay activity related to the sought target specified by a cue stimulus (18, 19), are shown in Fig. 2. A to C. One stimulus elicited the strongest response during the cue period, and the response continued into the delay period (Fig. 2A, upper panel). In the trial when the paired associate of this cue-optimal stimulus was used as a cue, the same cell started to respond during the cue period without an initial perceptual response and maintained a tonic activity until choice stimuli were presented (Fig. 2A, lower panel). The paired associate elicited the highest delay activity among the stimuli (Fig. 2B). We refer to this type of activity as target-related (19).

In TE, we also found neurons exhibiting the target-related delay activity (Fig. 2, D to F). However, the time course of the delay activity was different from that for the A36 neuron shown in Fig. 2, A to C: Although the paired associate eventually elicited the highest delay activity (Fig. 2E, lower panel), the onset of the target-related tonic activity was later than that of the A36 neuron (Fig. 2D, lower panel). We examined the time course of the target-related delay activity of each neuron by considering responses to all cue stimuli: The partial correlation coefficients of instantaneous firing rates at time t for each cue stimulus were calculated with the visual responses to its paired-associate stimulus (pair-recall index; PRI) (23–25). In Fig. 2, C and F, PRI(t) is for both of the neurons are plotted as a function of time; the PRI(t) for the A36 neuron started to increase earlier than that for the TE neuron.

In total, 516 visually responsive cells were recorded from A36 (123 cells) and TE (393 cells), and 418 of 516 were cue selective (97 cells in A36, 321 cells in TE). Of the 418 cells, 114 (45 cells in A36, 69 cells in TE) showed significant stimulus-selective activity (analysis of variance [ANOVA], P < 0.01) during the delay as well as during the cue period (26) and are referred to here as stimulus-selective neurons. First, we examined the perceptual signal and found that the latencies of visual response for these neurons in TE were significantly shorter than those in A36 (TE, median 77 ms; A36, median 89 ms; Kolmogorov-Smirnov test, P < 0.05) (27). Second, we examined the mnemonic signal. The time courses of the average PRI(t) across the population of stimulus-selective neurons in A36 and TE, respectively (Fig. 2, G and H), significantly differed between the two areas (repeated-measures ANOVA, P < 0.0001), which was also confirmed in all the animals (P < 0.0001 in monkeys 1 and 3, P < 0.002 in monkey 2) (28). The PRI(t) for the A36 neurons began to increase within the cue
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Fig. 2. Neuronal activity related to memory retrieval during the PA task, as shown by a single cell in A36 (A to C) and in TE (D to F). For the raster displays [(A) and (D)], spike density functions (SDFs) were aligned at the cue onset in trials with the cue-optimal stimulus as a cue (upper panel) and in trials with its paired associate as a cue (lower panel). In the SDFs, black lines indicate responses to the cue-optimal stimulus (upper panel) or its paired associate (lower panel), and gray lines indicate mean responses to all 24 stimuli. In (B) and (E), mean discharge rates during the cue (upper panel) and delay (lower panel) periods are shown for each cue presentation (mean ± SEM). Twelve pairs of stimuli are labeled on the ordinate. The open and filled bars in pair 1 refer to the responses to the stimulus 1 and 1', respectively. A stimulus-selective delay activity was closely coupled with a strong cue response to its paired associate. In (C) and (F), temporal dynamics of response correlation are shown; the values of the pair-recall index (PRI) are plotted against the time axis and are fitted with Weibull functions (solid lines) (29). The vertical lines, intersecting the best-fit Weibull functions, indicate the transition times (TRTs). The shaded areas indicate the transition durations (TRDs). (G and H) Temporal dynamics of averaged PRI(t) for the population of the stimulus-selective neurons. Mean values of PRI(t) were plotted every 100 ms for A36 neurons [(G), green] and TE neurons [(H), red] (filled circle, total; open diamond, monkey 1; open square, monkey 2; open triangle, monkey 3). Thick lines (green and red, respectively) indicate the best-fit Weibull functions for the population-averaged PRI(t) in the two areas (A36, TRT, 181 ms, TRD, 76 ms; TE, 493 ms, 602 ms). Thin lines, same but for the neurons whose PRI(t) increased above the 5% significance level (A36, 197 ms, 69 ms; TE, 472 ms, 625 ms).
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pothesized that the backward projection participates in memory-retrieval processes. Monkeys were trained in the pair-association (PA) task (21), which requires retrieval of a target from long-term memory (Fig. 1B), and extracellular spike discharges of single
period and developed with a rapid time course. The PRI(t) for the TE neurons increased slowly and reached a plateau at the middle of the delay period. The slow, gradual increase of the population-averaged PRI(t) in the TE neurons could be due to the slow development of the PRI curve for single neurons, or to the wide distribution of the onset time for the PRI(t) increase.

We thus determined two parameters that characterized the time course of PRI(t) for each single neuron on the basis of the best-fit Weibull function (Fig. 2, C and F) (29–31). Transition time (TRT) was defined as the period from the cue onset to the instant when the Weibull function reached 50% of its full increase. Transition duration (TRD) was defined as the duration between the instants when the function reached 10% and 90% of its full increase. The parameters were definable for the stimulus-selective neurons with significantly increased PRIs (A36, n = 20; TE, n = 29) (29) and were compared between the two areas (Fig. 3, A and B). The TRT values for the A36 neurons were significantly shorter than those for the TE neurons (A36, median 206 ms; TE, median 570 ms; Kolmogorov-Smirnov test, P < 0.005; Fig. 3A) (32). Moreover, the shorter 70% of TRT values of the A36 neurons were distributed in the range of 138 to 304 ms (i.e., within a 166-ms time window), whereas those of the TE neurons widely ranged from 161 ms to 653 ms (i.e., within a 492-ms time window). The distributions of the TRD values did not differ between the two areas (A36, median 115 ms; TE, median 145 ms; P > 0.8; Fig. 3B) (32). These results indicate that the gradual increase in the population-averaged PRI(t) curve for the TE neurons was due to the wide distribution of TRT values for single neurons, and not due to the longer TRDs.

We examined the time course of visual and memory-retrieval signals in two subareas of IT cortex while monkeys attended to and retrieved the paired associate of the cue stimulus from long-term memory. The visual signal reached TE before it reached A36. In contrast, the memory-retrieval signal emerged earlier in A36 (median TRT, 206 ms), and TE neurons were then gradually recruited to represent the sought target (median TRT, 570 ms), although there was some overlap in the distributions of TRTs between the two areas. Interestingly, TRD did not differ between the two areas, suggesting that the neural dynamics for the growth of the memory-retrieval signal was similar in A36 and TE (33).

Previous studies have provided some anatomical and behavioral evidence on the nature of the memory-retrieval signals observed in the two areas, although there is as yet no direct evidence concerning which brain region effects the choice decision in the task (30, 31). First, area TE receives numerous backward fiber projections from A36 (1, 2, 12, 34). Second, two research groups have demonstrated a dissociation between the effects of damage to PRH (i.e., A36 plus A35) and damage to TE (35, 36). They suggested that PRH is engaged in mnemonic processing and/or in processing stored knowledge of objects, whereas TE functions specifically in perceptual processing and/or processing structural attributes of objects. Therefore, it is a reasonable interpretation of the difference in TRT distributions in the two areas, although it is not a logical requirement, that the mnemonic signal of the target is spreading backward from A36 to TE. We cannot exclude the possibility that the delayed activations of TE neurons were generated from fast changes in other TE neurons. Another interpretation is that the delayed activations were triggered from other areas such as the prefrontal cortex. Previously, we demonstrated a top-down memory-retrieval signal from prefrontal cortex to IT cortex (37, 38). It remains to be clarified whether the memory-retrieval signal that TE neurons represent originates from a frontotemporal top-down signal for voluntary recall, from a limbic-neocortical back-ward signal for automatic recall, or from both sources depending on the demand.

References and Notes

21. The procedure for the PA task was as described in (18, 19). In each trial, one cue stimulus and then two choice stimuli, the paired associate of the cue stimulus (target) and one from a different pair (distractor), were sequentially presented with a delay of 2000 ms. The monkey obtained fruit juice as a reward for correctly touching the target. The visual stimuli were 24 monochrome Fourier descriptors extending approximately 5°x 5°. Eye movements were monitored with a PC-based charge-coupled device camera system, and if the eye position deviated more than 1° to 1.5° from the center of the screen, the trial was automatically terminated. The performance of each monkey was better than 90% correct.
22. Three adult monkeys (Macaca fascicula) were used. Head bolts and a chamber for microelectrode recording were attached to the skull under anesthetic conditions and general anesthesia with sodium pentobarbital (25 mg per kilogram of body weight per hour, intravenously). Extracellular discharges of single neurons were recorded with a glass-insulated tungsten microelectrode (19) from 200 to 300μm penetration depth in each animal. Electrode placement into A36 and TE was guided by constructing individual brain atlases from MRI scans. Each location of the electrode track was measured by x-ray images. After the experiments, the recording sites were histologically reconstructed on the basis of three or four electrolytic-marking lesions and two or three injected dyes. The border between TE and A36 was determined by cytoarchitectural (17, 12). There was a clear separation between layers V and VI in TE but not in A36, and layer II was thicker in TE than in A36.
23. A partial correlation analysis was used to evaluate the temporal dynamics of response correlation with the target to be retrieved. The instantaneous firing rate (IFR) was defined as the mean discharge rate during the 100-ms window ending at the given time point stepped by 5 ms for each stimulus. When the stimulus i was presented as a cue, the IFR at the time t from cue onset was denoted as f(t). The IFR to the set of 24 stimuli was denoted as a 24-dimensional vector F(t) = [f1(t), . . . , f24(t)]. The cue responses were denoted as c or c∗ if the stimulus i or its paired associate p(t) was presented as a cue, and were denoted as a vector Cc = [cf1(t), . . . , cf24(t)]. To remove the influence of correlation between the cue responses of the same pair, we calculated partial correlations of F(t) with the cue responses to the paired associate stimuli p(t) using standard formulae (24, 25).

PR(t) = |{Cf(t)} - (Cf(t), Cp) (Cf(t, Cp))| 11 - (Cf(t), Cp(1 - (Cf(t, Cp)))2/3 |(Cf(t))| 2/3 |

where (A)B indicates the simple correlation coefficient between A and B. Intuitively, PR(t) represents
the correlation between F(C) and Cg when the linear effect C and Cg is removed from F(C) and corrected. This measure is useful, because an IT neuron has a tendency to encode both of the paired stimuli ("pair-coding") effect (18, 25, 34) and because this correlation between C and Cg must be removed in the multiple regression analysis of F(t). Neural discharges of IT cells reflect the cognitive demand of the PA task, and stimulus-selective delay activity are closely coupled with the neural cue response to its paired associate. This property of the delay discharges is now known as "target-related" or "prospective" signals (18, 19, 25). PRI(t) is influenced by weak responses if there is no stimulus selectivity of the neuron is rather broad, but not heavily if the stimulus selectivity is sharp, as in the case of the neuron shown in Fig. 2. PRI(t) is fitted with cumulative Weibull functions [see text and (20)] by using the data stepped by 5 ms as stated above; however, for convenience, the data were plotted every 40 ms in Fig. 2, C and D, and plotted every 100 ms in Fig. 2, C and H.

26. The stimulus selectivity during the cue period (60 to 320 ms from cue onset) and the delay period (1320 to 2320 ms from cue onset) was tested by a one-way ANOVA (P < 0.01). All the delay-selective neurons were also stimulus-selective in both A36 and TE. The numbers of selective cells were 40 (TE) and 32 (A36) in monkey 1, 15 (TE) and 8 (A36) in monkey 2, and 14 (TE) and 5 (A36) in monkey 3. The proportion of delay-selective neurons in relation to cue-selective neurons (A36, 45/97; TE, 69/321) was significantly higher in A36 than in TE (χ² test, df = 1, P < 0.001).
27. Spike trains were smoothed by convolution with a Gaussian kernel (σ = 10 ms) to obtain the spike density function (SDF). The baseline activity was defined as the mean discharge rate during the 300-ms period just preceding cue onset. The latency of the neuronal response was determined as the time point when the SDF for the optimal stimulus first exceeded a level ±2 standard deviations from the baseline activity.
28. A repeated-measures ANOVA (Area × Time × Animal) was used to compare the time courses of PRI(t) for the population of stimulus-selective neurons (subject factor; neurons, df = 108) in each area (between-subject factor; Area, df = 1) of each animal (between-subject factor; Animal, df = 2) at each time point (t = 0, 100, ..., 2300 ms) (within-subject factor; Time). The interaction between Area and Time indicated significant difference in the time course between the two areas (P < 0.0001). There was neither a main effect of Animal (P > 0.12) nor an interaction between Animal and Time. Animal (P > 0.084). The time course of the PRI(t) in each animal was also examined by a repeated-measures ANOVA (Area × Time). The interactions between Area and Time were significant in all the animals (P < 0.0001, P < 0.002, P < 0.001, respectively).
29. To characterize the growth in PRI(t) with time, we fitted the data with a cumulative Weibull function [20, 37]

\[ W(t) = \gamma - \gamma (1 - e^{-t/	au}) \]

where \( \gamma \) is the maximum value, \( \beta \) is the minimum value, \( \tau \) is the time from cue presentation, \( \alpha \) is the time point at which the curve reaches 64% of its full growth, and \( \beta \) is the slope in the PRI. The best-fit Weibull function was determined by using the data after cue onset. Among the 114 stimulus-selective neurons, TRT and TRD were determined for the stimulus-selective neurons whose best-fit Weibull function for the PRI(t) increased above the 5% significance level (r = 0.352, df = 21). The best-fit Weibull curves accurately represented the PRI change with time for these neurons as judged by the R² values (R² = 0.35 to 0.95, mean 0.66).
32. A two-way ANOVA was used to evaluate effects of Area and Animal on the TRT and TRD values. There was a significant main effect of Area (P < 0.0008), indicating different in the TRT values between A36 and TE. Neither a main effect of Animal (P > 0.8) nor an interaction between Area and Animal (P > 0.35) were significant, which assured across-animals consistency in the TRT values. In the case of TRD, there were neither main effects (Area, P > 0.75; Animal, P > 0.70) nor an interaction (P > 0.23).
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Glycolipid Antigen Processing for Presentation by CD1d Molecules
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The requirement for processing glycolipid antigens in T cell recognition was examined with mouse CD1d-mediated responses to glycosphingolipids (GSLs). Although some disaccharide GSL antigens can be recognized without processing, the responses to three other antigens, including the disaccharide GSL Galα(1–2)GalCer (Gal, galactose; GalCer, galactosylceramide), required removal of the terminal sugars to permit interaction with the T cell receptor. A lysosomal enzyme, α-galactosidase A, was responsible for the processing of Galα(1–2)GalCer to generate the antigenic monosaccharide epitope. These data demonstrate a carbohydrate antigen processing system analogous to that used for peptides and an ability of T cells to recognize processed fragments of complex glycolipids.

T cells typically recognize peptide antigens presented by major histocompatibility complex–encoded class I or class II molecules. These peptides are generated from well-characterized pathways of protein antigen processing (1, 2). T cells that recognize microbial glycolipids in the context of CD1d molecules play a role in host defense (3, 4). Additionally, many T cells are reactive with autologous lipids presented by CD1d molecules (5, 6). These cells could be important for regulating immune responses and preventing autoimmune disease (7). Despite the significance of this antigen recognition system, there is little information on the transport and generation of glycolipids for CD1 presentation.

To determine if carbohydrates can be processed for antigen presentation, we investigated the CD1d-mediated recognition of glycosphingolipids (GSLs), α-Galactosylceramide (α-GalCer) (Fig. 1A) is a GSL isolated from a marine sponge in a screen for anti-metastatic compounds (9). It is distinguished from other natural GSLs by the α anomeric linkage of the sugar to the lipid. The cells that respond to α-GalCer presented by CD1d are a separate T cell lineage known as natural killer (NK) T cells (9, 10).

We analyzed the response to two closely related α-GalCer analogs Galα(1–2)GalCer [or Galα(1–2)GalCer] and Galα(1–6)GalCer (Fig. 1A). An antigen-presenting cell (APC)–free T cell stimulation assay was used to test the possibility that presentation of these antigens requires internalization and processing (11, 12). Although α-GalCer and Galα(1–6)GalCer bound to mouse CD1d–coated plates could stimulate interleukin-2 (IL-2) release by NK T cell hybridomas, Galα(1–2)GalCer could not (Fig. 1B). This