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Abstract—We present a combined look-ahead dispatch and reserve optimization formulation, which extends our recent work on time-coupled reserve policies and employs the recent notion of generalized decision rules from the robust optimization literature. This aims to improve the performance of traditional linear decision rules when applied to short-term electrical reserve operation. We derive a primal problem whose solution is a time-coupled rule for up- and down-regulating the power injections of each controllable device, such as a generator or energy storage unit, in response to discovered values of prediction errors. This rule depends on the “bin” into which measured prediction errors fall, so that, for example, up-regulation follows a different rule to down-regulation. We also derive an associated dual problem, whose solution provides a lower-bound on the best possible primal cost. This allows the suboptimality of a candidate solution based on a particular decision rule parameterization to be bounded. The primal and dual solutions are also compared to the so-called prescient case, in which the values of the uncertainty are known in advance. We demonstrate the method using numerical case studies, including the standard IEEE-118 bus network, in which a minimum possible reserve cost is identified using the dual lower-bounding approach.

Index Terms—Automatic generation control, piecewise linear decision rules, power systems, renewables integration, robust optimization.

I. INTRODUCTION

All power systems require a reserve system in order to accommodate contingencies and mispredictions of the system's net load (load minus power infeeds from other sources, such as intermittent renewables). In general, the larger the potential misprediction of net load, the larger a reserve margin is required. As a consequence, many power systems are seeing reserve margins, and resulting costs, increase as the share of fluctuating renewable energy sources such as wind and solar power increases [10]. Historically, reserve margins have been specified on a rather static basis to account for the failure of, for example, the largest nuclear plant. However, in power systems featuring a high penetration of intermittent renewables, errors in the prediction of these infeeds are increasingly outweighing the traditional contingency margin [16]. Consequently, short-term reserve needs must be calculated based on estimates of future forecast errors, whose properties are a function of the current and predicted future state of the weather. More precisely, a System Operator performing a look-ahead dispatch will need to model renewable infeeds as a random process whose bounds and moments should be reevaluated each time the dispatch is computed.

Renewable energy forecast errors are time-correlated on timescales of a few hours; for example, an under-prediction of wind infeed for one hour ahead makes it more likely that the wind infeed two hours ahead has also been under-predicted. The devices most able to compensate for such forecast errors, such as fast-acting generators and energy storage units (or increasingly, demand response), also have time-coupled constraints and costs on the same timescales. For example, a generator may have a limit on its ramping rate, and a battery must plan how to consume and supply power without exceeding its energy capacity. Consequently, it is attractive to study time-coupled responses to the uncertainty, which in previous work [17] were referred to as reserve policies. These can be seen as a logical extension of the increasingly time-coupled reserve products introduced by some System Operators in recent years, for example, the Flexible Ramping product introduced by CAISO [18]. An alternative look-ahead dispatch approach proposed in [6] is based on solving a chance constrained formulation of the OPF problem where the policies computed ensure that the limits and capacities of the system are satisfied with high probability. This contrasts with the robust approach presented in this paper that ensures the constraints are satisfied for all the predicted uncertainties within a given set. In the work of [5], a robust approach is also applied to solving an economic dispatch problem for power systems, but instead they aim of solve the unit-commitment problem with an objective of minimizing the worst case cost.

The reserve policies proposed fall in the class known as linear decision rules (LDRs), where a nominal solution is adapted linearly according to the realized value of the uncertainty. These have gained momentum since the work of Ben-Tal et al. [2] showing that optimal LDRs can be computed efficiently under the requirement that inequality constraints should hold for all realizations in the uncertainty set. However, despite their computation attractions, the degree of sub-optimality introduced by LDRs relative to other parameterizations of the adaptation can be quite significant [4], [8].

Georghiou et al. [9] presented a generalized decision rule method that can reduce suboptimality compared to LDRs. Their approach involves lifting the uncertainty set into a higher dimensional space and then solving for a decision rule as a function mapping the lifted uncertainty set to control inputs. This can give decision rules with increased flexibility. The related
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studies [14] and [1] offer other approaches to increase the flexibility of the decision rules by considering the class of quadratic and polynomial decision rules respectively.

Although still solvable in polynomial time, the increased flexibility allowed by these methods comes with an associated increase in computational cost. Solving the dual of the LDR problem will give a strict lower bound on the optimal cost achievable by any decision rule. [15] LDRs are applied to the dual problem to efficiently compute a lower bound, and in [9] the lower bound is improved instead by applying generalized decision rules. Hadjiyiannis et al. [13] apply the lower-bounding technique to a class of constrained finite-horizon robust control problems.

The piecewise affine policies presented in the present paper offer additional flexibility compared to the affine policies considered in [17]. The numerical example indicates that the cost of accommodating uncertainty, i.e., the reserve cost, can be significantly reduced by this increased flexibility. Additionally, the piecewise affine policies we present are constructed such that the reserve cost cannot be higher (that is, worse) than using simple affine policies.

It is also possible to lower bound the optimal cost of accommodating uncertainty by considering the case where its realized value is known in advance. We refer to this as the prescient case. We report that the cost of the optimal prescient dispatch plan may however be a conservative lower bound, in contrast to the dual-based lower bound presented in this work, which accounts for the need to accommodate uncertainty in the dispatch plan.

This paper is organized as follows. Section II outlines the state space approach used to model controllable and uncontrollable grid devices. Section III describes the concept of a generalized decision rule, and Section IV gives a general formulation of the look-ahead optimal dispatch problem. Sections V and VI derive a tractable finite-horizon optimization problem incorporating multistage recourse, providing an upper and lower bound, respectively, for the optimal cost of the general problem. Section VII demonstrates the method via a numerical example, and Section VIII concludes.

Notation: The notation $(\cdot)'$ denotes the vector or matrix transpose; $[\cdot]_k$ represents element $k$ of a vector; $[\cdot]_{m}$ column $m$ of a matrix; $\otimes$ the Kronecker product; $I_n$ the identity matrix of size $n$; $1_n$ the vector of ones of size $n$; $e_k$ the unit vector with the $k$th element equal to 1; $\text{conv} (\cdot)$ denotes the convex hull of a set.

II. POWER SYSTEM MODEL

The power system model considered in this paper is the same as the model presented in [17]. There are $N_p$ participants connected to a network of $N_n$ nodes. Each participant can be associated with two types of power flows: an inelastic power flow, which cannot be controlled and maybe influenced by the modelled uncertainty, and an elastic power flow which can be controlled. The convention used is that positive power flows represent injection into the network. The following subsections detail the components of the discrete-time model.

A. Inelastic Power Injection

The inelastic power flow from participant $i$ over the future horizon of $T$ time steps is modeled as affine in the uncertainty parameter $r_i + G_i \delta$ and cannot be influenced by any control actions. The vector $r_i \in \mathbb{R}^T$ is the nominal schedule for the power flow and the matrix $G_i \in \mathbb{R}^{T \times N_i}$ maps a random vector $\delta \in \mathbb{R}^{N_i \times T}$ to the power flows. The vector $\delta$ represents the system uncertainties, e.g., from errors in the prediction of a load or renewable infeed, and is of the form $[\delta_1 \cdots \delta_T]'$ where each $\delta_k \in \mathbb{R}^{N_i}$ is the part of the vector discovered $k$ steps ahead of the current time. We assume that the uncertainty is restricted to a compact set $\Delta := \{\delta \mid \delta \leq h\}$ containing the origin. Additionally, as a minimum, an estimate of its first and second moments $E[\delta]$ and $E[\delta \delta']$ are assumed to be available.

B. Elastic Power Flows

The elastic power flow is modeled as the output from a linear time-invariant (LTI) system using a state-space model. The state and input of participant $i$ at time $k$ are denoted $x^i_k \in \mathbb{R}^{n_i}$ and $u^i_k \in \mathbb{R}$, respectively, with

$$x^i_{k+1} = \tilde{A}^i x^i_k + \tilde{B}^i u^i_k$$

where $\tilde{A}^i \in \mathbb{R}^{n_i \times n_i}$ and $\tilde{B}^i \in \mathbb{R}^{n_i \times 1}$. The first element of the state $x^i_0$ represents the power output at time $k$ while the remaining elements are used to model internal dynamics or to include prior states. The input at each time step is a scalar specifying the requested power output from that participant.

C. Finite-Horizon Stacked Representation

For elastic participants the state vectors and inputs over the time horizon $T$ are stacked together as $x_i = [x^1 \cdots x^n_T]$ and $u_i = [u^1_0 \cdots u^n_{T-1}]$, respectively. Hence, the state evolution can be summarized as

$$x_i = \begin{bmatrix} \tilde{A}_1 & \cdots & \tilde{A}_n \\ \vdots & \ddots & \vdots \\ \tilde{A}^T_n \\ \tilde{A}^T_1 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \tilde{A}^T_n \end{bmatrix} x_0 + \begin{bmatrix} \tilde{B}_1 & 0 & \cdots & 0 \\ \ddots & \ddots & \ddots & \vdots \\ 0 & \ddots & \ddots & \ddots \\ \tilde{B}_n \end{bmatrix} u_i$$

where $\tilde{A}_i \in \mathbb{R}^{n_i \times n_i}$ and $\tilde{B}_i \in \mathbb{R}^{n_i \times 1}$. The power injection from participant $i$ into the transmission network is hence given by $C_i x_i$, where $C_i = I_T \otimes e_i$ selects the first element of the state vector for each time step.

D. Participant Costs and Local Constraints

For elastic participant $i$, the cost of a state and input trajectory (resp. $x_i$ and $u_i$ as defined above) is modeled by the function $J_i : \mathbb{R}^{2n_i \times T} \rightarrow \mathbb{R}$ assumed to be quadratic of the form

$$J_i(x_i, u_i) = \int_0^T f^T_i x_i + \frac{1}{2} x_i^T H^i_x x_i + f^T_i u_i + \frac{1}{2} u_i^T H^u u_i.$$  

(3)

Additionally, it is assumed that the cost function is convex and that the costs are the same at each stage, which requires that the Hessian matrices take the form $H^{(1)}_i = I_T \otimes H^i_1$ with each $H^i_1 \in \mathbb{R}^{n_i \times n_i}$ symmetric positive semidefinite and $H^u \in \mathbb{R}$, and the linear coefficients take the form $f^{(1)}_i = 1_T \otimes f^1_i$. 

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
Time-coupled costs, for example, ramping costs, are readily incorporated into this framework by augmenting the state-vector to include memory of prior states.

The constraints on each participant’s input and state sequences are represented by the set $Z_i$, given by

$$Z_i := \left\{ \left[ \begin{array}{c} x_i \\ u_i \\ \delta \end{array} \right] : T_i x_i + U_i u_i + V_i \delta \leq w_i \right\}$$

(4)

where the number of constraints used to model participant $i$ is denoted $t_i$ and the parameters are $T_i \in \mathbb{R}^{d \times n_i T}$, $U_i \in \mathbb{R}^{d \times T}$, $V_i \in \mathbb{R}^{d \times N_i T}$, and $w_i \in \mathbb{R}^d$. This allows a wide range of controllable systems to be modelled including those pertinent to conventional and renewable power system participants. For notational simplicity we define $\bar{t} = 1/N_p \sum_{i=1}^{N_p} t_i$ as the average number of local constraints per participant.

E. Network Constraints

The network consists of $N_n$ nodes connected by $L$ transmission lines, and is modelled using the same standard linear approximation as in [17], in which lines are lossless, bus voltage magnitudes are constant, and phase angle differences along lines are small. Each participant is connected to one of the nodes, leading to a network model that constrains the combined actions of the participants in two ways. First, at every time step, the net power injection and extraction from inelastic flows $r_i + G_i \delta$ and elastic flows $C_i x_i$ must balance across all participants

$$\sum_{i=1}^{N_n} (r_i + G_i \delta + C_i x_i) = 0.$$  

(5)

Second, the power flows in the lines, which under the linear network approximation become linear functions of the nodal power injections, cannot exceed their respective ratings, in either direction, at any time. This results in a vector constraint with $2LT$ elements

$$\sum_{i=1}^{N_n} \Gamma_i (r_i + G_i \delta + C_i x_i) \leq \bar{p}$$

(6)

where the block-diagonal matrix $\Gamma_i \in \mathbb{R}^{2LT \times T}$ contains participant $i$’s contributions to power flows in both directions, in each of the $L$ lines, for each of the $T$ time steps, and is determined by which of the $N_n$ nodes the participant is connected. The vector $\bar{p} \in \mathbb{R}^{2LT}$ contains the line ratings. Each block of $\Gamma_i$ is derived from the procedure [7, in which the bus phase angles are eliminated.

III. GENERALIZED DECISION RULES

In the previous work [17], a tractable reformulation of the primal optimization problem was achieved by restricting the control policies to be affine in the uncertainty $\delta$. Following by the work of [9], this restriction can be partially relaxed by lifting the uncertainty parameter into a higher dimensional space of size $N_c > N_i T$ and allowing a policy that is linear in the lifted uncertainty parameter $\xi \in \mathbb{R}^{N_c}$.

A. Lifting and Retraction Operator

As per [9], a lifting operator is introduced and defined as $L : \mathbb{R}^{N_n T} \rightarrow \mathbb{R}^{N_n T}$, $\delta \rightarrow \xi$, along with its corresponding retraction operator $R : \mathbb{R}^{N_N T} \rightarrow \mathbb{R}^{N_n T}$, $\xi \rightarrow \delta$, where $\mathbb{R}^{N_n T}$ referred to as the lifted space. The operators $L$ and $R$ are required to satisfy the following properties.

1) $L$ is continuous and satisfies $L(I(\delta)) = 1$, $\forall \delta \in \Delta$ (i.e., the first component of $\xi = L(\delta)$ is always equal to 1).
2) $R$ is linear.
3) $R \circ L = I_{N_n T}$.
4) The component mappings of $L$ are linearly independent, meaning that for each $v \in \mathbb{R}^{N_n T}$

$$L(\delta)' v = 0 \Rightarrow v = 0.$$  

(7)

As an example consider a one-dimensional (1-D) original uncertainty $N_n T = 1$ and define the lifting operator as $L(\delta) = [1, \delta, \delta^2]' = \xi$, which is continuous as required, and hence the retraction operator can be defined as $R(\xi) = [0, 1, 0]$ $\xi = \delta$, which is linear as required.

The lifted uncertainty set will be denoted $\Xi = L(\Delta)$ and can be computed by applying the lifting to every element of $\Delta$. The lifted uncertainty set will in general be nonconvex and can be expressed as

$$\Xi = L(\Delta) = \{ \xi \in \mathbb{R}^{N_c} : R(\xi) \in \Delta, L \circ R(\xi) \}.$$  

(8)

Fig. 1 shows the lifted uncertainty set for the 1-D example above, where the original uncertainty set is a bounded line. It is clear that the lifted set is nonconvex, and in the sequel it will be required to have a description of the convex hull of $\Xi$. For this low-dimensional example, $\text{conv} \Xi$ is drawn by inspection, but for general liftings in a higher dimension it is usually not tractable or even possible to obtain a description of the convex hull.

With some abuse of notation, the matrix that describes the linear retraction operator will also be denoted $R$.

IV. FINITE-HORIZON PROBLEM STATEMENT

Here, we state the problem of minimizing the expected future costs over control policies, the primal problem, under which participants’ planned actions at a given time may be any causal function of the uncertainty information $\delta$ available up to that time. Then, a dual formulation is presented, which will be
used in subsequent sections to obtain a lower bound on the best achievable cost in the face of uncertainty.

A. General Problem Statement

The objective is to minimize the expected short-term running costs $\sum_{t=1}^{T} E[J_t(x_t, u_t)]$ over a horizon of length $T$, while fulfilling the local constraints (4) and network constraints (5) and (6) for all possible realizations of $\delta$. This is achieved by application of a sequence of control inputs $u_t$, which can vary as any general function of the uncertainty parameter $\delta$, called a policy. To be practically implemented, the dependence is restricted to be causal, and the most general causal policy is denoted $\pi_t(\delta)$ for participant $i$. It is assumed that $\delta_{k+1}$ is discovered just in time to apply the inputs $u_k$, hence a causal policy is one where $|\pi_t(\delta)|_k$ is only a function of $\delta_1, \ldots, \delta_k$.

Substituting the input $u_t = \pi_t(\delta)$ and the state equation into (3), (4), (5), and (6) to eliminate the state, the following primal optimization problem is obtained:

$$\min_{Causal \ u_t} \sum_{t=1}^{T} E \left[ J_t \left( A_t x_0^t + B_t \pi_t(\delta) \right) \right]$$

s.t. $\sum_{t=1}^{T} r_t + G_t \delta + C_t(A_t x_0^t + B_t \pi_t(\delta)) = 0, \ \ \ \forall \delta \in \Delta$,

$$\sum_{t=1}^{T} r_t + G_t \delta + C_t(A_t x_0^t + B_t \pi_t(\delta)) \leq \bar{p}, \ \ \ \forall \delta \in \Delta$$

$$[A_t x_0^t + B_t \pi_t(\delta)]$$

where problem labels, $(P)$ in this case, will be used throughout the paper to refer to both the specific optimization formulation and the optimal objective value were that problem to be solved.

B. General Lifted Problem Statement

Optimization problem $(P)$ is intractable due to the infinite space of feasible causal policies and the infinite constraints encoded by $\forall \delta \in \Delta$. Before performing a policy restriction similar to that in [17], a problem analogous to $(P)$ is formulated in terms of the lifted uncertainty. Let the policy now be a general function of the lifted uncertainty parameter, denoted $\pi^L(\xi)$. The formal definition of causality for the lifted policy $\pi^L(\xi)$ depends on the definition of the lifting operator. In the interests of conciseness we simply note here that in general, an element of the lifted uncertainty can only influence the control decision once all the original uncertainty elements required to compute it become available.

The constraints are now required to hold robustly for all $\xi \in \Xi = \mathcal{L}(\Delta)$, and any $\delta$ terms in the constraint equations are equivalently replaced by $\mathcal{R}\xi$. This leads to the following primal optimization problem:

$$\min_{Causal \ u_t} \sum_{t=1}^{T} E \left[ J_t \left( A_t x_0^t + B_t \pi^L_t(\xi) \right) \right]$$

s.t. $\sum_{t=1}^{T} r_t + G_t \xi + C_t(A_t x_0^t + B_t \pi^L_t(\xi)) = 0, \ \ \ \forall \xi \in \Xi$,

$$\sum_{t=1}^{T} r_t + G_t \xi + C_t(A_t x_0^t + B_t \pi^L_t(\xi)) \leq \bar{p}, \ \ \ \forall \xi \in \Xi$$

$$\left[ A_t x_0^t + B_t \pi^L_t(\xi) \right]$$

Due to the lifted optimization problem $(\mathcal{L})$ being over all general causal policies as a function of the lifted uncertainty, a set of causal policies $\pi_t$ that satisfy the constraints of problem $(\mathcal{L})$ can be mapped to a set of causal lifted policies $\pi^L_t$ that satisfy the constraints of $(\mathcal{P})$. The reverse is also true that a feasible policy of $(\mathcal{L})$ can be mapped to a feasible policy of $(\mathcal{P})$, hence the problems have the same optimal value [9, Prop. 3.4]. Additional intractability is introduced when $\Xi$ is nonconvex, but, fortunately, replacing the lifting set by its convex hull $conv(\Xi)$ changes neither the objective value nor the optimal policy [3].

In the sequel, the primal problem is solved in polynomial time by restricting the space of policies to finite dimensional decision rules. Although this yields a tractable problem, the result is conservative since the feasible set is restricted. This is less restrictive on the feasible set of $(\mathcal{P}_1)$ compared to $(\mathcal{P})$; hence, the motivation for formulating the lifted problem is increased flexibility in the decision rules.

C. General Dual Formulation

To upper bound the conservatism that results from applying decision rules to the primal problem, a lower bound for $(\mathcal{P})$ is required. Formulating the following dual problem is motivated in Section VI because progressively better lower bounds to $(\mathcal{P})$ can be obtained by applying increasingly finely partitioned decision rules to the dual problem.

First, the inequality constraints (the transmission-line constraints and those defining each set $\mathcal{Z}_i$) are converted to equality constraints by introducing a non-negative slack function $s(\delta)$. An inner product with augmented set of $N_{\epsilon} = (T + 2I.T + N_p I)$ equality constraints and a general dual control policy $\nu(\delta)$ is then appended to the cost function, leading to the following formulation:

$$\min_{Causal \ u_t} \sup_{\nu \in \mathcal{L}_2(I.T + N_{\epsilon})} E \left[ \sum_{i=1}^{N} J_i(x_t, \pi_t(\delta)) \right]$$

s.t. $s(\delta) \in \mathcal{L}_2(I.T + N_{\epsilon}) \nu$, $s(\delta) \geq 0, \ \ \ \forall \delta \in \Delta$

$$\nu(\delta) \in \mathcal{L}_2(I.T + N_{\epsilon}) \nu$$

$$\left[ A_t x_0^t + B_t \pi^L_t(\xi) \right]$$
where the vector $F(\cdot, \cdot, \cdot) \in \mathbb{R}^{N_e}$ is the stacked vector of all network and local constraints expressed as equality constraints and is given by

$$F(x, \pi(\delta), s(\delta), \delta) = \begin{bmatrix}
\sum_{i=1}^{N_p} r_i + G_i \delta + C_i x_i \\
\sum_{i=1}^{N_p} V_i x_i + U_1 \pi(\delta) + V_2 \delta - w_1 + s_1(\delta) \\
\vdots \\
T_N x_i + U_N \pi_N(\delta) + V_N \delta - w_N + s_N(\delta)
\end{bmatrix}.$$  

(12)

The stacked state vector $x_i$ has been reintroduced to simplify the notation. The notation $\nu \in \mathcal{L}_{N_e}$ and $s(\delta) \in \mathcal{L}_{2LT+N_p, I}$ means that the dual control policy and slack function can be any general function of $\delta$, where the subscript indicates the dimension.

In this formulation, the dual control policy $\nu(\delta)$ can be viewed as a penalty function where the supremum over $x$ will apply a high cost for violation of the constraints encoded in $F$. Consider a set of causal policies $\pi_i$ for which at least one constraint is violated. This means that $F$ will have a corresponding nonzero element. Any violation of the constraints encoded in $F$ will lead to an unbounded inner maximization over $\nu$. Thus, problems $(P)$ and $(D)$ effectively have the same feasible region for the outer minimization over $\pi$ and are therefore equivalent [13].

Similar to the formulation of lifted primal problem $(P_L)$, a lifted dual problem $(D_L)$ is equivalent to $(D)$ can be formulated by considering $\pi^\dagger(\cdot)$, $\nu^\dagger(\cdot)$, and $s^\dagger(\cdot)$ to be a function of the lifted uncertainty $\xi$ and replacing any occurrence of $\delta$ by $R\xi$.

V. TRACTABLE PIECEWISE AFFINE DECISION RULES

We now restrict the set of feasible policies in problem $(P_L)$ to the set of lifted policies that are linear in the lifted uncertainty

$$u_i = b_i \xi - [\epsilon_i, D^i] \begin{bmatrix} \frac{1}{|\xi|_2^2} \\
|\xi|_2 \\
\vdots \\
|\xi|_N_i \end{bmatrix}$$  

(13)

where $E \in \mathbb{R}^{T \times N_e}$. Remembering that $|\xi|_1 = 1$ by definition of the lifting operator, this means the policy is implicitly affine in the uncertainty with the first column, $\epsilon_i \in \mathbb{R}^T$, describing the nominal schedule and $D^i$ the causal linear adjustment with respect to the prediction errors measured after the lifting is applied. The affine policies analyzed in [17] are a special case of this, seen by considering a lifting that leaves the uncertainty set unchanged $L(\hat{\delta}) = [1, \hat{\delta}^T - \xi]$ (i.e., $N_\xi = N_\xi T + 1$), in this case $\epsilon_i$ and $D^i$ are exactly equivalent to $\epsilon_i$ and $D_i$ as defined in [17].

Substituting $u_i = E_i \xi$ into the cost function $J(\cdot, \cdot)$ leads to the following expression for the cost in terms of the initial condition and the control policy, for participant $i$:

$$\hat{J}_i(x_0^i, E_i) = \mathbb{E} \left[ J_i(A_i x_0^i + B_i E_i \xi, E_i \xi) \right]$$

$$= c_i + f_i^1 A_i x_0^i + \frac{1}{2} x_0^T A_i^T H_i^T A_i x_0^i + f_i^1 B_i x_0^i E_i \mathbb{E} [\xi] + \frac{1}{2} \mathbb{E} [E_i] (B_i^T H_i^T B_i + H_i^T) E_i \mathbb{E} [\xi \xi'].$$  

(14)

This shows that evaluating the cost function for the lifted problem requires knowledge of the first and second moments of the lifted uncertainty. For nontrivial liftings, this information cannot be extracted from $F(\delta)$ and $F(\delta')$, thus it represents an additional input information requirement which may require additional uncertainty modelling effort to obtain meaningful estimates of $\mathbb{E} [\xi]$ and $\mathbb{E} [\xi \xi']$.

Applying linear policies to lifted problem $(P_L)$ results in the following finite-dimensional optimization problem:

$$\min_{\xi \in \text{conv}(\Xi)} \sum_{i=1}^{N_p} \mathbb{E} \left[ J_i(x_0^i, E_i) \right]$$

s.t. $\sum_{i=1}^{N_p} r_i + (G_i R + C_i B_i E_i) \xi + A_i x_0^i \leq \bar{p}$,

$$\forall \xi \in \text{conv}(\Xi),$$

$$\sum_{i=1}^{N_p} V_i x_i + U_1 \pi(\delta) + V_2 \delta - w_1 + s_1(\delta) \leq \bar{p},$$

$$\forall \pi \in \text{conv}(\Pi),$$

$$\mathbb{E} [E_i] (B_i^T H_i^T B_i + H_i^T) E_i \mathbb{E} [\xi \xi'] \leq \bar{p},$$

where optimizing over linear policies is a restriction to the feasible space of all general policies, and the optimal objective value will be conservative, $(P_L) \leq (P)$.

If there exists a tractable half-space representation for $\text{conv}(\Xi)$, then, letting $q_{\xi}$ denote the number of half-spaces, problem $(P_L)$ can be readily formulated as a tractable program by introducing a matrix of slack variables of size $(q_{\xi} \times (2LT + N_p))$ and following the strong duality argument presented in [12].

If no such representation exists or it cannot be tractably computed, then problem $(P_L)$ can be upper bounded by following the approach of [9], where the authors introduce a larger uncertainty set $\tilde{\Xi} \supset \text{conv}(\Xi)$ called the outer approximation of $\Xi$ and enforce robustness to this larger set. This $\tilde{\Xi}$ set is then chosen such that it has a tractable half-space representation and thus leads to a tractable optimization problem.

A. PIECEWISE LINEAR POLICIES

For the remainder of this section, the lifting operator is specified and an outer approximation $\tilde{\Xi}$ is given that is tractable for any original uncertainty set $\Delta$. The lifting operator splits each dimension into pieces and associates each piece with a new dimension of the lifted uncertainty set. Let $m_j$ denote the number
of pieces into which dimension $j = 1, \ldots, N_j T$ of $\delta$ is split, and let the scalar locations of the $(m_j - 1)$ split points be denoted and ordered as follows:

$$z^j_0 < z^j_1 < \cdots < z^j_{(m_j-1)}$$

(16)

where choosing an $m_j = 1$ means that dimension $j$ of the original uncertainty is unaffected by the lifting. This specification means the liftings for each dimension are independent and the lifting operator can be written separately for each dimension as

$$L_j(\delta) = \begin{bmatrix}
\min(\{\delta^j_1, z^j_1\}) \\
\max(\{\min(\{\delta^j_2, z^j_2\}), z^j_1\}) \\
\vdots \\
\max(\{\min(\{\delta^j_{m_j-1}, z^j_{m_j-1}\}), z^j_{m_j-2}\}), z^j_{m_j-1}\}) \\
\max(\{\delta^j_{m_j-1}, z^j_{m_j-1}\})
\end{bmatrix} \in \mathbb{R}^{m_j}$$

(17)

with the full lifting operator defined as

$$\xi = L(\delta) = [1, L_1(\delta)^T, \ldots, L_{N_j T}(\delta)^T]^T$$

(18)

noting that $L_j(\delta) = [\delta^j, \ldots, \delta^j]$ if $m_j = 1$. The retraction operator for this piecewise lifting is constructed based on $\delta^j_k = \sum_{k=1}^{u^j_k} L_j(\delta)^k$. The causality constraint on the matrix $D^j_k$ as defined by this lifting operator is

$$D^j = \begin{bmatrix}
D^j_{1,0,0} & 0 & \cdots & 0 \\
D^j_{1,1,0} & D^j_{1,1,1} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
D^j_{1,T-1,0} & \cdots & D^j_{1,T-1,T-2} & D^j_{1,T-1,T-1}
\end{bmatrix}$$

(19)

where $[D^j_{1,k}] : k \in \mathbb{R}^{1 \times (\sum_{j=1}^{N_j T}(m_j - 1))}$ is the response of input $u^j_k$ to the error $\delta^j_k$ after the lifting is applied.

This lifting is chosen based on [9], where the authors give the following tractable analytical expression for $L(\Delta)$ when $\Delta$ is a hyper-rectangle:

$$\Delta = \{\delta \in N_j T | l_j \leq \delta_j \leq u_j, j = 1, \ldots, N_j T\}$$

(20)

for which $\text{conv}(\Delta) = \text{conv}(L(\Delta)) = \bigcap_{j=1}^{N_j T} \text{conv}(L_j(\Delta))$, where the polytope for $\text{conv}(L_j(\Delta))$ is defined by

$$S_j L_j(\delta) \geq \begin{bmatrix}
\frac{z^j_1 - l^j}{z^j_1 - l^j} & 0 & \cdots & 0 \\
\frac{z^j_1 - l^j}{z^j_1 - l^j} & 0 & \cdots & 0 \\
\frac{-1}{z^j_1 - l^j} & \frac{-1}{z^j_1 - l^j} & 0 & \cdots & 0 \\
0 & \frac{-1}{z^j_1 - l^j} & 0 & \cdots & 0 \\
0 & 0 & \frac{-1}{z^j_1 - l^j} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \frac{-1}{z^j_{m_j-1} - l^j_{m_j-1}} & 0 \\
0 & 0 & 0 & \cdots & 0 & \frac{-1}{z^j_{m_j-2} - l^j_{m_j-2}} \\
0 & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}$$

(21)

which contains $m_j + 1$ hyperplanes. In the case that $\Delta$ is not a hyper-rectangle, then under the piecewise lifting defined, an outer approximation $\widehat{\Delta}$ can be constructed by first defining $\Delta$ as the smallest hyper-rectangle that contains $\Delta$ and then taking the following intersection of sets:

$$\widehat{\Delta} = \{\xi \in \mathbb{R}^{N T} | \xi \in \text{conv}(L(\Delta)), SR\xi \leq h\}$$

(22)

where the second term in the definition ensures that all elements $\xi \in \widehat{\Delta}$ map back under the retraction to be an element of the original uncertainty set, $\Delta$.

Problem $(P^*_1)$ can now be solved for any choice of split points per the definitions above; with the retraction operator for the piecewise lifting defined as $R = [0_{N_j T \times 1}, R^*] = [0_{N_j T \times 1}, \text{diag}(1, \ldots, 1)]$. Letting $(P^*)$ correspond to the problem of finding an optimal policy that is affine in $\delta$ (as per [17]) we can state the following lemma.

Lemma 5.1: A feasible policy of $(P^*_1)$ is restricted to be affine in $\delta$ ($E_i = [e_i^1, D_i R^*]$, $D_i \in \mathbb{R}^{T \times N_j T}$) is feasible for $(P^*)$.

Proof: This proof has been adapted from the proof of [9]Proposition 3.4 to be in notation consistent with this paper.

The constraints of $(P^*_1)$ are all affine in $\xi$ and can be written concisely as $AR\xi + BE_\delta\xi + C = 0, \forall \xi \in \widehat{\Delta}$. Letting the lifted policies be affine in $\delta$ the constraint becomes: $AR\xi + B(e_i^1, D_i R^*)\xi + C = 0, \forall \xi \in \widehat{\Delta}$. From the definition of $\widehat{\Delta}$, we have that $R\xi \in \Delta$, $\forall \xi \in \widehat{\Delta}$, therefore the constraint is equivalent to: $A\delta + BE_i^1 + BD_i\delta + C = 0, \forall \delta \in \Delta$. This is exactly the constraint form for problem $(P^*)$, hence $e_i^1$ and $D_i$ is a feasible policy of $(P^*)$.

The implication of this lemma is that the set of policies considered when solving for the optimal piecewise affine policy, includes the set of all policies that are affine in the original uncertainty dimension $\delta$. When the moments used in the cost function are computed from a set of $N$ uncertainty samples, each denoted $\delta^{(n)}$, then it is also important to check that the optimal cost from applying piecewise affine policies cannot be worse than applying affine policies. Given that the first and second moments are computed from the samples as $E[\delta^n] = 1/N \sum_{i=1}^{N} \delta^{(i)n}$ and $E[\xi^n] = 1/N \sum_{i=1}^{N} L(\delta^{(i)n}) L(\delta^{(i)n})^T$, we can state the following lemma.

Lemma 5.2: The objective values of $(P^*_1)$ equals that of $(P^*)$ when the moments of the uncertainty set are computed from the same data and the lifted policies are restricted to be affine in $\delta$ ($E_i = [e_i^1, D_i R^*]$, $D_i \in \mathbb{R}^{T \times N_j T}$).

Proof: The objective function of $(P^*_1)$ contains quadratic terms of the form $\mathbb{E}[\xi^n H_\delta E_\delta \xi^n]$, where $H_\delta$ is a symmetric positive semi-definite matrix. Letting the lifted policies be affine in $\delta$ the quadratic term becomes $E[\xi^n H_\delta \xi^n] = E[\xi^n D_i^T H \xi_i^1 + D_i R^* \xi_i^1]$. Given that $\xi^n_1 = 1$, and denoting $\xi = [1, \xi^n_1]^T$, this becomes: $E \left[ e_i^1 + \delta^n D_i^T H (e_i^1 + D_i R^* \xi^n_1) \right]$. Writing out the expectation as it is computed from data leads to

$$-\frac{1}{N} \sum_{i=1}^{N} \left( e_i^1 + \xi^n (\xi^n_1 R^* D_i^T H (e_i^1 + D_i R^* \xi^n_1) \right)$$

$$= \frac{1}{N} \sum_{i=1}^{N} \left( e_i^1 + \delta^n D_i^T H (e_i^1 + D_i R^* \xi^n_1) \right)$$

$$= F \left( e_i^1 + \delta^T D_i^T H (e_i^1 + D_i \delta) \right)$$

(23)

which equals the quadratic term in the cost function of $(P^*)$.


These lemmas show that, when the moments of the lifted and original uncertainty set are computed from the same data samples, then it is sufficient to compute only the optimal piecewise affine dispatch policy for a chosen lifting. In other words, it is not necessary to compute the optimal affine policy for making a comparison.

VI. TRACTABLE LOWER BOUND COMPUTATION

In a similar fashion to Section V, the supremum over all general dual policies $\nu(\xi)$ is made tractable by restricting $(\mathcal{D}_L)$ to dual policies that are linear in the lifted uncertainty

$$\nu(\xi) = Y \xi,$$

$$Y \in \mathbb{R}^{N_t \times N_t},$$

(24)

The restriction of the dual control policies effectively increases the feasible set of $\pi^L$ in the infimum and hence is a relaxation of problem $(\mathcal{D}_L)$, i.e.,

$$\min_{s, \text{Causal} \pi^L} \sup_{\nu \in \mathcal{L}_{N_t}} \mathbb{E} \left[ \sum_{i=1}^{N_t} J_i \left( \mathbf{x}_i, \pi^L_i(\xi) \right) + \nu(\xi)^T F(\mathbf{x}, \pi^L(\xi), s(\xi), R\xi) \right] \geq \min_{s, \text{Causal} \pi^L} \mathbb{E} \left[ \sum_{i=1}^{N_t} J_i \left( \mathbf{x}_i, \pi_i(\xi) \right) + \xi^T Y^T F(\mathbf{x}, \pi^L(\xi), s(\xi), R\xi) \right].$$

(25)

As the objective function is linear in $Y$ the supremum can be computed and leads to the following problem:

$$\min_{s, \text{Causal} \pi^L} \mathbb{E} \left[ \sum_{i=1}^{N_t} J_i \left( \mathbf{x}_i, \pi_i(\xi) \right) \right] \quad \text{s.t. } s(\xi) \in \mathcal{L}_{2L3T-N_iF}, \quad s(\xi) \geq 0 \quad \forall \xi \in \Xi,

F(\mathbf{x}, \pi(\xi), s(\xi), R\xi)\xi^T = 0 \quad \mathbf{x}_i - A_i x_0^i + B_i \pi_i(\xi), \quad \forall i \in \mathcal{L}_L$$

(26)

Assuming $\text{conv}(\Xi)$ has a tractable half-space representation denoted by

$$\text{conv}(\Xi) = \left\{ \xi \in \mathbb{R}^{N_t} \mid W_0 \xi \geq 0, |\xi|_1 = 1 \right\}$$

(27)

where $W_0 \in \mathbb{R}^{T \times N_t}$, and following the argumentation presented in [13], problem $(\mathcal{D}_L^*)$ can be shown to be equivalent to the following tractable problem:

$$\min_{s_i, \text{Causal} \mathcal{E}_i} \mathbb{E} \left[ \sum_{i=1}^{N_t} J_i \left( x_0^i, E_i \right) \right] \quad \text{s.t. } S_i \in \mathcal{L}_{2LT-N_iF}, \quad S_i \in [1, \ldots, N_t],

\sum_{i=1}^{N_t} G_i R + C_i B_i E_i + (r_i + C_i A_i x_0^i) e_i' = 0,

\sum_{i=1}^{N_t} G_i R + C_i B_i E_i + (r_i + C_i A_i x_0^i) e_i' + S_n - \bar{p} e_i' = 0,

T_i B_i E_i + U_i E_i + V_i R + (T_i A_i x_0^i - w_i) e_i' + S_i = 0$$

$$\forall i = 1, \ldots, N_p$$

(28)

The optimal value of (28) equals the optimal value of $(\mathcal{D}_L)$ and (25) is lower bound on the optimal solution of (D), which is in turn equal to that of $(\mathcal{P})$. Thus (28) can be used to assess how close a solution of $(\mathcal{P}_L^*)$ is to obtaining the best achievable cost of accommodating uncertainty.

VII. NUMERICAL EXAMPLES

This section presents the results of applying the bounding approach to two case studies. First, a simplified eight-participant system is used to exemplify the benefits of the approach. Second, the IEEE-118 bus network is used to demonstrated that the approach has potential on real-sized systems.

A. Uncertainty Model Description

In order to model uncertainty for the inelastic participants, the power injections from the the wind farm and load were driven with a first order stochastic process. Let $q_k \in \mathbb{R}^{N_t}$ denote the state of the uncertainty model at time $k$. The uncertainty model is driven by the following update equation, with saturation limits on $q_k$:

$$q_{k+1} = \min\{\max\{q_{min}, q_k + \beta_k\}, q_{max}\}$$

(29)

where $\beta_k \in \mathbb{R}^{N_t}$ is sampled from a multivariate normal distribution with variance $\Sigma \in \mathbb{R}^{N_t \times N_t}$. The stacked vector $q = [q_1, \ldots, q_T]$ is then the random future evolution from the initial state $q_0$. The saturation bounds, $q_{min}$ and $q_{max}$, represent the physical limit of the system. The uncertainty model parameters are also shown in Table I.

Monte Carlo sampling of $\beta_k$ was used to generate $N = 3 \times 10^5$ future evolutions of the first-order stochastic process over the time horizon $T$, where each evolution is denoted $q^{(n)} \in \mathbb{R}^{N_t}$, $n = 1, \ldots, N$. The sample mean $\mathbb{E}[q]$ was computed, allowing the nominal prediction $r_i$ for the inelastic participants to be computed as $r_i = G_i F[q]$. The prediction error for each sample is then computed as $\delta^{(n)} = q^{(n)} - \mathbb{E}[q]$ from which the second moment matrix $\mathbb{E}[\delta\delta^T]$ can be readily computed and $\mathbb{E}[\delta] = 0$ by definition. As saturation is only applied to the state of the uncertainty model, $q$, the bounds describing the original uncertainty polytope are

$$\Delta = \left\{ \delta \in \mathbb{R}^{N_t} \mid (1_T \otimes q_{min}) - \mathbb{E}[q] \leq \delta \leq (1_T \otimes q_{max}) - \mathbb{E}[q] \right\}.$$ 

(30)

The lifted prediction error is computed for each sample, $\xi^{(n)} - L(\delta^{(n)})$, from which the first and second moments $\mathbb{E}[\xi]$ and $\mathbb{E}[\xi\xi']$ are computed. As $\Delta$ is a hyper-rectangle, $\text{conv}(\Xi)$ is constructed as per the description in Section V. These were computed for piecewise lifting functions $L(\cdot)$ with $m_j = \{1, 2, 4, 8\}$ pieces for every dimension of $\delta$.

The number of pieces was varied in the primal $(\mathcal{P}_L^*)$ (respectively dual $(\mathcal{D}_L^*)$) forms of the problem. In order to obtain progressively lower (resp. higher) upper (resp. lower) bounds on the optimal cost of accommodating the uncertainty the split points were spread evenly between the lower and upper bound.
of each dimension. The problems were solved, and the cost results are shown on Fig. 2.

The prescient case was computed by measuring the optimal solution to a deterministic version of problem (P) in which the optimal open-loop plans $r_k^*$ were found (no reserves, or equivalently no matrices $D_k^*$, are needed in the deterministic case). The optimal cost was averaged over 5000 Monte Carlo realizations of the stochastic process in order to obtain an expected prescient cost. This value is plotted alongside the bounds on robust costs on Fig. 2.

B. Small Eight-Participant Example

The properties of the eight-participant system are listed in Table I. For this example, it was assumed that the transmission-line capacities are sufficiently high that the corresponding constraints can be neglected.

Fig. 2 shows that the expected operating costs in the face of uncertainty, (PLa), reduces as the number of pieces in the piecewise affine policy is increased. For the example considered, the two-, four-, and eight-piece policies represent, respectively, a 2.52%, 2.94%, and 3.02% reduction in cost over the one-piece, affine in $\delta$, policies from [17].

In this numerical example, the dual problem gives a lower bound than the prescient case. The dual lower bounds ($D_L^*$) show the expected trend of increasing values as the number of pieces is increased. There is only a 0.30% increase from the one-piece to the eight-piece dual lower bound.

The best achievable operating cost in the face of uncertainty must lie between the Primal and Dual costs. Hence the best possible dual lower bound (that achieved with eight pieces in problem ($D_L^*$) in the numerical example) can be used to give an upper bound on the sub-optimality of any primal piecewise affine policy. For the numerical example, the one-piece, affine in $\delta$, policy is within 7.9% of the best achievable cost, while the eight-piece policy is within 4.9%. The majority of this reduction in suboptimality over the one-piece policy is achieved by the two-piece policy.

There may be some cases in which the dual control policy restriction to the class of piecewise affine policies leads to lower bounds that are less than the prescient case. Evaluating the prescient case has a small computational load relative to ($P_L^*$) and ($D_L^*$), and it is also guaranteed to give a lower bound on the best achievable operating cost in the face of uncertainty. Therefore, it is worthwhile to always compute both and use the higher lower bound for assessing the suboptimality of a primal piecewise affine reserve policy.

C. IEEE 118-Bus Network Case Study

The details of the IEEE 118-Bus Network were extracted from the “Matpower” toolbox [19]. The 118-bus system was then augmented with 18 wind farms that were geographically clustered in three groups of six. The wind farms were specified as inelastic participants driven by a six-dimensional uncertainty model. The bus to which each wind farm is connected and the properties of the uncertainty model are given in Table II. The wind farms were sized so that their maximum cumulative injection was approximately one third of the total load.

Table II also details the ramp constraint imposed on each generator and the transmission line capacities selected, neither of which is specified for the standard 118-bus network. Three sets of transmission lines were chosen that connect major sections of the network graph. In order to specify meaningful transmission

\begin{table}[h]
\centering
\caption{System Parameters for Eight-Participant System}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Elastic Participants - Thermal Generators & Cost function: $f_k^* u_k^* + H_k^*(u_k^*)^2 + \alpha(u_k^* - u_{k-1}^*)^2$ & Power output: $0 \leq u_k^* \leq u_{k\max}$ & Ramp constraints: $r_{k\min}^* \leq (u_k^* - u_{k-1}^*) \leq r_{k\max}^*$ & Initial condition: $p_0^*$ \\
\hline
$i$ & $f_k^*$ & $H_k^*$ & $\alpha$ & $u_{k\max}$ & $p_0^*$ & $r_{k\min}^*$ & $r_{k\max}^*$ \\
\hline
1 & 0.02 & 1.0 & 0.0001 & 500 & 400 & -80 & 500 \\
2 & 0.03 & 0.8 & 200 & 300 & 400 & -50 & 400 \\
3 & 0.08 & 0.4 & 150 & 350 & 400 & -30 & 350 \\
4 & 0.10 & 0.1 & 100 & 300 & 400 & -20 & 300 \\
\hline
Elastic Participants - Storage Units & Maximum storage capacity: $s_{k\max}$ & Cost function: $\gamma (s_{k\max}^2 - u_k^*)$ & Power output: $p_{k\min}^* \leq u_k^* \leq p_{k\max}^*$ & Ramp constraints: $r_{k\min}^* \leq (u_k^* - u_{k-1}^*) \leq r_{k\max}^*$ & Initial storage level: $s^*_0$ & Initial power injection: $0$ [MW] \\
\hline
$i$ & $\gamma$ & $s_{k\max}$ & $s_0$ & $p_{k\min}^*$ & $p_{k\max}^*$ & $r_{k\min}^*$ & $r_{k\max}^*$ \\
\hline
5 & 0.010 & 1000 & 500 & -200 & 200 & -100 & 200 \\
6 & 0.005 & 1000 & 500 & -200 & 200 & -100 & 200 \\
\hline
Uncertainty Model & $r_i$, $\mathbb{P}[\delta_i^+ R^\delta_i^+ \mathbb{P}[\xi_i^+ R^\xi_i^+]$ computed as per the description in the text using parameters: $N_{ij} = 2$, $\Sigma = \text{diag}(150^2, 10^2)$, $q_n = 350$, $q_{i,n} = 0$, $q_{i,n} = 750$, $q_{i,m} = -1500$ \\
\hline
Inelastic Participants & $i = 7$, Wind Farm, $G_i = [1 \ 0]$, $G_i = [0 \ 1]$ \\
\hline
\end{tabular}
\end{table}
TABLE II
SYSTEM PARAMETERS FOR 118-BUS NETWORK

<table>
<thead>
<tr>
<th>Elastic Participants - 54 Thermal Generators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramp constraints: ( r_{\min} \leq (u_k^t - u_k^t) \leq r_{\max} )</td>
</tr>
<tr>
<td>For the 35 generators with ( p_{\max} = 100 ) MW, set:</td>
</tr>
<tr>
<td>( r_{\min} = \frac{r_{\max}}{50} ) MW</td>
</tr>
<tr>
<td>For the other generators ( p_{\max} &gt; 100 ) MW, set:</td>
</tr>
<tr>
<td>( r_{\min} = \frac{r_{\max}}{20} )</td>
</tr>
<tr>
<td>Initial polynomial spread across all generators in proportion to ( p_{\max}^i ).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uncertainty Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_k, \xi, \Delta ) computed using parameters:</td>
</tr>
<tr>
<td>( N_\epsilon = 6, q_0 = 50 \times I_6, q_{\min} = 0 \times I_6, q_{\max} = 100 \times I_6 )</td>
</tr>
<tr>
<td>( \Omega = \begin{bmatrix} 225 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 225 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \end{bmatrix} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inelastic Participants - Wind Farms</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_i ) computed differently for each group:</td>
</tr>
<tr>
<td>Group 1: ( I_T \otimes \bar{G}_i \otimes I_1 \times 4 )</td>
</tr>
<tr>
<td>Group 2: ( I_T \otimes \bar{G}_i \otimes I_1 \times 2 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inelastic Participants - Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>The load at each bus was held constant over time, taken directly from the IEEE specifications, summing to a cumulative load of 4242 MW</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Network Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line #</td>
</tr>
<tr>
<td>( \mu ) [MW]</td>
</tr>
<tr>
<td>30</td>
</tr>
</tbody>
</table>
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**Fig. 3.** Variation of upper (solid line) and lower (dashed line) bounds on the optimal expected reserve cost with the number of pieces in the primal or dual policy. The expected prescient case (dashed-dotted line) is also shown as a horizontal line. In this look-ahead dispatch, the prescient case gives the better lower bound.

**TABLE III
COMPUTATIONAL DETAILS FOR 118-BUS NETWORK

| primal (\( P^I \)) | dual (\( D^I \)) |
|---------------------|
| \# sides | 1 | 2 | 4 |
| Time (minutes) | 0.9 | 7.8 | 95.1 |
| \# Variables (\times 10^6) | 0.37 | 0.56 | 0.95 |
| \# <= Constraints (\times 10^6) | 0.35 | 0.52 | 0.87 |
| \# = Constraints (\times 10^6) | 0.18 | 0.36 | 0.73 |

---

The break points of the piecewise liftings used in the case studies were chosen to be spread evenly between the lower and upper bound of each dimension. It is possible to formulate an optimization problem to find the best split point locations for a given number of split points per dimension, however, the resulting problem is nonconvex [9] and hence adds significant computational burden. The results of the primal problem in both case studies suggest that even the simplest two-piece lifting that splits each uncertainty dimension in half achieves a significant reduction in cost. Additionally, in both case studies the dual lower bound computation indicate that a two-piecewise affine policy is significantly closer to the best achievable cost when compared to a purely affine policy. Therefore, for a given problem instance, it is reasonable to use evenly spaced splits for defining the piecewise lifting.

---

line capacities, the problem was solved without network constraints, the range of line flows was observed, and the capacities were selected from within this range. The dispatch problem was formulated for a look-ahead time horizon of \( T = 8 \) time steps. Fig. 3 shows the expected operating cost in the face of uncertainty for this 118 bus network case study. The primal costs, \( P^I \), show a similar trend as the smaller example above, with the two- and four-piece policies representing, respectively, a 2.51% and 3.17% reduction in cost over the one-piece policy.

In this case the lower bound provided by the dual problem (DLA) improved negligibly by increasing the number of pieces in the lifting. The expected prescient case was computed from 10000 Monte Carlo samples and was a tighter lower bound for this case study, although it was only 0.1% better than the dual lower bound. This supports the statement made above for the small numerical example that the prescient case can provide a tighter lower bound in certain cases.

The details of the optimization problem solved to get these results are shown in Table III. As indicated by the number of variables, the size of both the primal and dual optimization problem is proportional to the number of pieces used in the PWA policy. For the computation times shown in Table III, the optimization problems were solved on a Dual Deca-Core Intel Xeon E5–2690 v2 3.0 GHz using the Gurobi [11] sparse QP solver package. The computation times for both the primal and dual problem increased significantly with the number of pieces. As the case studies have shown minimal improvement in the dual lower bound by increasing the number of pieces, a reasonable approach would be to compute both the dual lower bound using affine policies, and the expected prescient case, and take the higher as the lower bound for assessing the results of the primal problem. For the primal problem, to leverage the cost reductions indicated by the results, a reasonable approach is to use the maximum number of pieces for which the piecewise affine policy can be computed on the resources available in the time frame required.

The break points of the piecewise liftings used in the case studies were chosen to be spread evenly between the lower and upper bound of each dimension. It is possible to formulate an optimization problem to find the best split point locations for a given number of split points per dimension, however, the resulting problem is nonconvex [9] and hence adds significant computational burden. The results of the primal problem in both case studies suggest that even the simplest two-piece lifting that splits each uncertainty dimension in half achieves a significant reduction in cost. Additionally, in both case studies the dual lower bound computation indicate that a two-piecewise affine policy is significantly closer to the best achievable cost when compared to a purely affine policy. Therefore, for a given problem instance, it is reasonable to use evenly spaced splits for defining the piecewise lifting.
VIII. CONCLUSION

This paper extended the idea of multi-stage reserve policies to piecewise affine functions of the uncertainty. The number of pieces per dimension and the location of the split points is a design choice for the problem formulation. The numerical example showed that even the most obvious choice of two pieces per dimension (i.e., distinguishing between up- and down-regulating reserves), can give significant cost improvement compared to one-piece, purely affine, policies.

A corresponding dual problem was introduced, whose solution was also parameterized using piecewise affine policies. This resulted in a tractable method for computing a lower bound on dispatch costs that accounts for uncertainty. This dual problem can give a tighter bound on the suboptimality of a particular primal solution, when compared to a lower bound computed based on a deterministic problem (i.e., the prescient case). It may therefore identify a minimum possible cost arising from any causal redispatch plan.

In reality, power system look-ahead dispatch decisions are made repeatedly, in response to updating real-time measurements of the grid state. Future work could study how the dual-based lower bound, computed for each instance of a rolling implementation, might be used to estimate the conservativeness of the rolling re-dispatch decision process.

The piecewise affine performance bounds approach was applied to the IEEE 118-bus network to demonstrate its potential viability on large scale problems. For solving the optimization problems repeatedly, the computations times presented for the 118-bus network case study indicate that this is feasible with current solvers. To allow for larger problems to be tackled, future work could also investigate sparsity exploiting and distributed optimization techniques specific to the structure of the power system formulation presented.
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