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Abstract— We present a distributed control strategy for a
team of agents to autonomously achieve a desired 3D formation.
Our approach is based on local relative position measurements
and can be applied to multirotor aerial vehicles. We assume
that agents have a common sense of direction, which is used to
align the z-axes of their local coordinate frames. However, this
assumption is not crucial, and our approach is provably robust
to misalignments in the local coordinate frames or measure-
ment inaccuracies. In particular, agents can move along any
direction that projects positively onto the desired direction of
motion. This property is exploited to design a fully-distributed
collision avoidance strategy. We validate the proposed approach
experimentally and show that a team of quadrotors can achieve
a desired 3D formation without collisions.

Index Terms— Multi-robot systems, distributed robotic sys-
tems, 3D formation control, distributed collision avoidance.

SUPPLEMENTARY MATERIAL

Video of the paper summary and experiments is available
at https://youtu.be/sCPT4QVLD8A. Code and experimental
setup details are accessible at https://goo.gl/PN5L5Z.

I. INTRODUCTION

A team of unmanned aerial vehicles can be used to col-
laboratively map and monitor an unknown environment [1],
inspect infrastructures [2], deliver goods [3], or manipulate
objects [4]. In these applications, the ability to bring the
vehicles to a desired geometric shape (i.e., formation) is a
fundamental building block upon which more sophisticated
maneuvering and navigation policies can be constructed.

There exists a large body of work on formation control of
autonomous vehicles [5]–[7]. However, many methods rely
on a centralized motion planning scheme or a global posi-
tioning/communication paradigm [8]–[11]. Fully distributed
formation control strategies [12]–[15], on the other hand, do
not have these requirements and in comparison have better
scalability, naturally parallelized computation, and resiliency
to global positioning signal jamming or loss.

In this work, we present a distributed control strategy for
a team of distinct agents to achieve a desired 3D formation.
We assume that agents have a common sense of direction,
which is used to align the z-axes of their local coordinate
frames. Our approach can be applied to multirotor aerial
vehicles (MAVs), where the direction of gravitational force,
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Fig. 1. Crazyflie quadrotors used to achieve a 3D formation.

measured by an onboard IMU sensor, can be used to align
the local z-axes. Furthermore, visual sensors can be used to
estimate the relative positions of the neighboring MAVs [16].
In our approach, a set of constant gain matrices computed
by solving a semidefinite program (SDP) is provided to
each agent before the mission. The local relative positions
of neighboring agents are multiplied by the associate gain
matrices and summed to derive a desired direction of mo-
tion throughout the mission. When necessary, a distributed
collision avoidance algorithm changes the desired direction
to prevent agents from getting closer than a desired distance.

The main contributions of this paper include an extension
of our previous work on planar formations [17], [18] to 3D
formations, the addition of a collision avoidance strategy, and
experimental validations (Fig. 1). In particular, we extend
our SDP gain design approach to 3D shapes and prove
that convergence to the desired formation is guaranteed
when agents move along any arbitrary direction that projects
positively onto the desired direction of motion determined by
the control strategy. Our approach does not require global
position information (such as GPS measurements), can be
applied on existing MAV platforms, and is provably robust to
noise, disturbances, and forces that may affect the estimated
direction of gravity1.

Existing literature closely related to this work include [15],
[20]–[22]. The approach presented in [21] is based on affine
3D formations, which are not rigid geometrically. To make
the shape rigid, a leader-follower scheme is considered in
[15]. In comparison, in our proposed strategy, all agents
actively participate in controlling the formation shape. The
control in [20] is based on a common z-direction, which is
also the assumption of this paper. Compared to [20], this
work includes a gain design approach, robustness analysis
to misaligned frames, and a collision avoidance strategy.

1In particular, our approach is robust to accelerometer measurement
inaccuracies discussed in [19].
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II. NOTATION AND ASSUMPTIONS

We consider a team of n ∈ N agents with the inter-
agent sensing topology described by an undirected graph
G = (V,E), where V = Nn := {1, 2, . . . , n} is the set of
vertices, and E ⊂ V×V is the set of edges. Each vertex of
the graph represents an agent. An edge from vertex i ∈ V to
j ∈ V indicates that agents i and j can measure the relative
position of each other in their local coordinate frames. In
such a case, agents i and j are called neighbors. The set of
neighbors of agent i is denoted by Ni := { j ∈ V |(i, j) ∈ E}.

Throughout this paper, we assume that the desired for-
mation and the sensing topology are such that achieving the
formation is physically feasible. In particular, we assume that
the sensing topology is undirected and universally rigid. This
assumption is both necessary and sufficient [23], [24] for
guaranteeing the existence of control gains that are computed
from the proposed SDP approach.

III. FORMATION CONTROL FOR AGENTS WITH
SINGLE-INTEGRATOR DYNAMICS

In this section, we extend the formation control strategy
introduced in [17], [18], [25] from 2D formations to 3D
shapes. Our extension makes the assumption that the z-axes
of agents’ local coordinate frames are aligned2. However,
as we will show in Section V, the control is robust to
misaligned frames. The results of this section are for agents
with the single-integrator dynamics (i.e., kinematic model).
When applied to MAVs, the onboard controller of each MAV
is responsible for directing the vehicle along the desired
direction of motion with the desired speed. In Section V,
we show that the disparities between the desired and actual
motion of MAVs that may exist due to MAV dynamics or
disturbances do not affect the convergence of agents to the
desired formation.

Motion of agents with single-integrator dynamics can be
expressed as

q̇i = ui, (1)

where qi := [xi, yi, zi]
> ∈ R3 represents the coordinates of

agent i ∈ Nn in a global coordinate frame (unknown to the
agent), and ui ∈ R3 is the control law. In this paper, we
address the following problem.

Problem 1. Design control ui such that agents with dynamics
(1) autonomously achieve a desired 3D formation using only
local relative position measurements.

To address Problem 1, the control ui can be specified as

ui := ∑
j∈Ni

Ai j (q j−qi), (2)

where q j−qi represents the relative position of agent j with
respect to agent i, and Ai j ∈ R3×3 are constant control gain
matrices that are designed and provided to each agent before
the mission and have the form

Ai j =

[ai j −bi j 0
bi j ai j 0
0 0 ci j

]
. (3)

2With minor changes in the design x or y-axis can be used alternatively.

Note that the first two diagonal elements of Ai j are identical,
and the off-diagonal terms only differ in sign. If the z-axes
of agents’ local coordinate frames and the global coordinate
frame are aligned, from the commutativity property of Ai j
matrices (which holds due to their special structure) it fol-
lows that the closed-loop dynamics is invariant to expressing
the coordinates in the global or local frames3. Note that the
local coordinate frames do not need to be aligned along their
x-y directions. The geometric interpretation of the control (2)
is explained in the following example.

Example 1. Consider three agents and assume that agents
2 and 3 are neighbors of agent 1. Denote by q2 = [2, 3, 1]>

and q3 = [2, 1, 2]> the positions of the neighbors in agent
1’s local coordinate frame, which itself is located at q1 =
[0, 0, 0]>. Assume that control gain matrices

A12 =
[2 −1 0

1 2 0
0 0 −1

]
, A13 =

[−1 3 0
−3 −1 0
0 0 2

]
, (4)

are provided to agent 1 before the mission. From (2), the
control vector for agent 1 at the current instance of time is
computed as

u1 = A12 (q2−q1)+A13 (q3−q1) = [2, 1, 3]>. (5)

From the single-integrator dynamics (1) it follows that agent
1 moves along the vector u1 with a speed equal to the its
magnitude. Matrices A12 and A13 can be interpreted geomet-
rically as a rotation of the neighbors’ relative coordinates
about the z-axis, followed by a scaling along the z-direction
and a scaling along the x-y directions. One can see that
these actions are independent of the local coordinate frame’s
position and orientation in the global frame (if z-axes are
aligned). Hence, q1, q2 and q3 can be represented in either
global or local coordinate frames.

Since the closed-loop dynamics is invariant to local or
global representation of coordinates, to simplify the analysis
from now on we assume that qi’s are expressed in the global
coordinate frame. By substituting (2) in (1), the closed-loop
dynamics of the agents can be collectively expressed as

q̇ = Aq, (6)

where q := [q>1 , q>2 , . . . ,q
>
n ]
> ∈ R3n denotes the aggregate

position vector, and A ∈R3n×3n is the aggregate gain matrix
given by

A =


−∑ j 6=1 A1 j A12 · · · A1n

A21 −∑ j 6=2 A2 j · · · A2n
...

. . .
...

An1 An2 · · · −∑ j 6=n An j

 , (7)

in which for j /∈Ni (i.e., when agents are not neighbors) the
Ai j blocks are defined as zeros. Note that the 3×3 diagonal
blocks of A are the negative sum of the rest of the blocks

3When frames are aligned along their z-axes, replacing global coordinates
qglobal

i with local coordinates qlocal
i = Rqglobal

i +T in (1) and (2) with R,T
representing the relative rotation and translation between the local and global
frames does not affect the dynamics since R, T are canceled.



on the same row. Hence, A has a block Laplacian structure,
from which it follows that vectors

1x := [1, 0, 0, 1, 0, 0, . . . , 1, 0, 0]> ∈ R3n

1y := [0, 1, 0, 0, 1, 0, . . . , 0, 1, 0]> ∈ R3n

1z := [0, 0, 1, 0, 0, 1, . . . , 0, 0, 1]> ∈ R3n

(8)

are in its kernel4.
Consider an embedding of the desired formation shape

at an arbitrary location and rotation about the z-axis in the
global coordinate frame. Let q∗i ∈R3 denote the coordinates
of agent i at this embedding, and further denote by q̄∗i ∈ R3

coordinates rotated 90 degrees about the z-axis and ¯̄q∗i ∈ R3

coordinates projected on the x-y plane5. Let

q∗ := [q∗1
>, q∗2

>, . . . , q∗n
>]> ∈ R3n

q̄∗ := [q̄∗>1 , q̄∗>2 , . . . , q̄∗>n ]> ∈ R3n

¯̄q∗ := [ ¯̄q1
∗>, ¯̄q2

∗>, . . . , ¯̄qn
∗>]> ∈ R3n

(9)

denote the corresponding aggregate coordinate vectors for
all agents. The following theorem states the conditions that
the gain matrices must satisfy to ensure that the desired
formation emerges from the interaction of all agents.

Theorem 1. Consider agents with dynamics (1) and control
(2). Assume Ai j are chosen such that in (7)

(i) vectors 1x, 1y, 1z, q∗, q̄∗, ¯̄q∗ form a basis for ker(A),
(ii) all nonzero eigenvalues of A have negative real parts.

Then agents globally converge to the desired formation up
to a translation, a rotation about the z-axis, a scaling along
the z-direction, and a scaling along the x-y directions of the
global coordinate frame.

We omit the proof of Theorem 1 due to page limits.
The proof is straightforward, since (6) is a linear system
and stable nonzero eigenvalues imply that all trajectories
converge to ker(A). The kernel consists of linear combination
of bases vectors, which are the formations up to the degrees
of freedom stated in the theorem. To give a geometric
intuition, consider a desired cube formation with 8 agents
and side lengths of 2 units as shown in Fig. 2. The steady-
state formations achieved under control (2) for two randomly
generated initial conditions are shown in the figure. In
Section VII, we augment the control by a nonlinear term to
fix the scale factors along the z and x-y directions and achieve
the desired formation up to a rotation and a translation.

Remark 1. Kernel vectors (8) correspond to coinciding
agents, which can be interpreted as the desired formation
with the zero scale. Similarly, ¯̄q∗ corresponds to formations
with zero scale along the z-direction. It can be shown that
the set of initial conditions from which agents converge to
these kernel vectors is measure zero. In practice, trajectories
cannot remain on a measure zero set (due to noise, distur-
bances, etc.). Furthermore, in subsequent sections we present
a collision avoidance strategy and augment the control to fix

4The kernel or null space of A ∈ Rn×n is ker(A) := {v ∈ Rn |Av = 0}.
5That is, if q∗i = [xi, yi, zi]

>, then q̄∗i := [−yi, xi, zi]
> and ¯̄q∗i := [xi, yi, 0]>.

Fig. 2. (Left) A cube desired formation. (Middle and right) Formations
achieved under the free-scale control (2) from two random initial conditions.

the scale to a desired value. Therefore, these cases are not
of practical concern.

IV. GAIN DESIGN VIA OPTIMIZATION

Given a geometrically feasible desired formation, we pro-
ceed by showing how a set of gain matrices that meet the
conditions of Theorem 1 can be found. These gains are not
unique in general, and several techniques can be deployed to
find a set of gains that meet the conditions of the theorem
(e.g., see [24]). Our proposed approach in this section is
based on a semidefinite programming (SDP) formulation,
which maximizes the robustness to perturbations and mea-
surement inaccuracies that may affect the formation, and
leads to other desired properties that will be discussed in
the subsequent sections.

Recall the definitions given in (8) and (9), and let N :=
[q∗, q̄∗, ¯̄q∗, 1x, 1y, 1z]∈R3n×6 denote the desired set of bases
for ker(A). Let U SV> = N be the (full) singular value
decomposition (SVD) of N, and further let Q∈R3n×(3n−6) be
the last 3n−6 columns of U . Other than the zero eigenvalues
associated to the columns of N, matrices A and

Ā := Q>AQ ∈ R(3n−6)×(3n−6) (10)

have the same set of eigenvalues. Consequently, matrix A can
be computed by solving the convex optimization problem

A = argmin
ai j ,bi j ,ci j

λmax(Ā) (11)

subject to AN = 0

where λmax(·) denotes the largest eigenvalue of a matrix6. In
(11), by minimizing the largest eigenvalues of Ā we aim to
make Ā as negative definite as possible, hence increasing the
robustness to perturbations. Note that (11) can be formulated
equivalently as a SDP problem [26] and solved using existing
solvers7.

For condition (ii) in Theorem 1 to be satisfied, it must hold
that λmax(Ā) < 0. It is therefore important to address under
what conditions solving (11) results in a negative objective
function. To answer this question we first note that if a set
of gains for which λmax(Ā)< 0 exists, it is guaranteed to be
found by (11) since the problem is convex. Hence, the focus
is on conditions that ensure the existence of such gains. This
point is answered in the following remark.

6Since by assumption A is symmetric, Ā is symmetric and its eigenvalues
are real and can be ordered.

7We used SDPT3 solver in the CVX package [27] to solve (11).



Algorithm 1: Control gain design.

input : Desired formation coordinates q∗ ∈ R3n.
output: Gain matrix A ∈ R3n×3n.

step 1: Let N := [q∗, q̄∗, ¯̄q∗, 1x, 1y, 1z].
step 2: Compute SVD of N =U SV>.
step 3: Define Q as the last 3n−6 columns of U .
step 4: Solve (11) using a SDP solver.

Remark 2. For a general desired formation shape, the nec-
essary and sufficient conditions that guarantee the existence
of A satisfying the conditions of Theorem 1 are that the
sensing graph is undirected and universally rigid. These
conditions have been derived in [21, Thm. 3.2], and we
assume they hold throughout this paper.

We point out that solving (11) relies on a centralized
paradigm and knowledge of the sensing graph among agents.
Under the assumption that agents can communicate, dis-
tributed optimization techniques can be used to solve (11)
locally on each agent. An example of such distributed design
can be found in [21].

V. ROBUSTNESS PROPERTIES

We proceed by showing the properties that follow from
our proposed approach. The following theorem provides the
main result from which several corollaries will follow.

Theorem 2. Consider a symmetric gain matrix A satisfying
the conditions of Theorem 1. Let Ri ∈ SO(3) denote a rotation
matrix of θi radians about an arbitrary axis of rotation, and
ci ∈R be a scalar. If ci ≥ ε and θi ∈ [−π

2 +ε, π

2 −ε] for an
arbitrary small ε > 0, then under the perturbed control

ui := ci Ri ∑
j∈Ni

Ai j (q j−qi) (12)

agents globally converge to the desired formation (up to the
degrees of freedom mentioned in Theorem 1).

Proof of Theorem 2 is presented in the Appendix. The
theorem implies that convergence of agents to the desired
formation is unaffected by any positive scaling of the control
vector ui defined in (2), or any rotation of this vector up to
90 degrees. In other words, the plane with normal ui divides
the space into two regions, and agents are free to move along
any direction in the open half space containing ui.

Remark 3. The results in Theorem 2 hold for any continuous
or discontinuous change in ci or Ri as long as the conditions
of the theorem are met. This is because V in the proof can
be considered as a common Lyapunov function for a family
of switching systems (see [28, Chap. 2] for more details).

Corollary 1. From Theorem 2, it follows that the control (2)
is robust to

(i) input saturations,
(ii) perturbations and noise in measurements,

(iii) misalignment of local coordinate frames’ z-axes.

Due to space constraints, rather than giving the formal
proof, we briefly discuss the reasoning behind the statements

of Corollary 1. Property (i) follows by observing that input
saturation can be modeled as a positive downscaling of the
input when its value is greater than a saturation threshold.
Properties (ii) and (iii) follow by noting that the effect of
measurement inaccuracies and misaligned coordinate frames
can be modeled as an unwanted rotation and scaling in the
desired direction of motion. Hence, from Theorem 2 conver-
gence to the desired formation is not affected. Property (iii)
in Corollary 1 in particular indicates that the control is robust
to inaccuracies that can be caused by noise or acceleration
effects in the direction of gravitational force measured by an
IMU sensor used to align the local coordinate frames when
the control is implemented on MAVs.

VI. DISTRIBUTED COLLISION AVOIDANCE

Consider Fig. 3 illustrating the scenario discussed in
Example 1, with two safety regions defined as spheres of
radius one centered at agents 2 and 3. Moving along the
desired control direction shown in the figure drives agent 1
into the safety sphere of agent 2, which can be undesirable
and lead to a collision. To prevent entering the safety regions,
from the discussion in the last section we observe that agent
1 can move along any alternative direction in the upper open
half space defined by plane with normal u1. This is the main
idea for the distributed collision avoidance strategy outlined
in Algorithm 2. In this algorithm, the control vector is rotated
to a new direction that does not intersect the safety regions
of adjacent agents closer than a threshold distance d ∈ R.
The safety regions are defined as spheres with radius r ∈ R
centered at agents, however, they can take other shapes. For
example, a cylindrical safety region can be considered for
MAVs to avoid both collisions and air flow disturbances. It
may occur that no direction in the allowed open half space
exists that does not intersect with a safety region. In this
case, the control is set to zero, and the agent stops until a
feasible control direction becomes available.

Alternatively, one can look at Algorithm 2 as a switching
control strategy, where given the desired control action ui,
the new control direction u′i is defined as

u′i =


ui if no collision
Rui if collision possible, escape direction exists
0 if collision possible, no escape direction

(13)

Corollary 2. Under the collision avoidance scheme in Al-
gorithm 2, the desired formation remains a globally stable
equilibrium.

Proof of Corollary 2 follows by noting that under Algo-
rithm 2, any nonzero modified control direction satisfies the
conditions of Theorem 2, and the stability is not affected
when the control is set to zero. Unfortunately, convergence
to the desired formation is not always guaranteed, and one
can construct counterexamples where agents are caught in
a gridlock due to unavailability of a feasible direction of
motion. These gridlocks exist due to the distributed nature
of the strategy. Other distributed schemes that do not use



Fig. 3. Control direction u1 intersects safety region of agent 3. To avoid
collision, agent 1 can move along any direction in the open half space above
the plane with normal u1 shown in gray passing through agent 1.

Algorithm 2: Distributed collision avoidance.

input : Desired control direction ui ∈ R3

Collision sphere radius r ∈ R
Activation threshold d ∈ R, d ≥ r

output: Modified control direction ui ∈ R3

step 1: Construct safety spheres of radius r centered at
agents closer than d.

step 2: Find rotation R(θ) ∈ SO(3) with minimum |θ |
and Rui not intersecting safety spheres.

step 3: If step 2 is infeasible or |θ | ≥ π

2 set ui← 0,
otherwise set ui← R(θ)ui.

inter-agent communication, such as safety barrier functions
[29] and traffic circles [30], have similar gridlock situations.
Resolving gridlocks using inter-agent communication is pos-
sible and will be discussed in our future work.

We point out that the threshold d ≥ r in Algorithm 2
defines a collision avoidance topology, which should not be
confused with the sensing topology discussed in previous
sections. For example, two nearby agents may actively mod-
ify the direction of their control vectors to avoid a collision
while their relative positions are not used in computing
the control direction (2). The threshold d can be used to
alter the control direction as little as possible by activating
the collision avoidance strategy only when two agents are
sufficiently close.

Proposition 1. Let di j ∈ R denote the distance between
agents i, j, and assume that di j ≥ r for all i, j ∈ Nn at time
t = t0. Under the collision avoidance scheme in Algorithm 2,
di j ≥ r for all t > t0.

We omit the proof of Proposition 1 due to the page limits
and only emphasize that this result is based on agents with
the kinematic model (1) with control (2). For agents with
higher order dynamics velocity obstacle approach [31] can
be considered, and will be a topic of our future work.

VII. FIXED-SCALE CONTROL

As discussed in Theorem 1 and illustrated in Fig. 2, under
the control (2), the desired formation is achieved up to
scale factors along the z-direction and x-y directions. To fix
the scale of the formation along all directions, (2) can be
augmented by a bounded smooth map f : R→ R as

ui = ∑
j∈Ni

Ai j (q j−qi)+ f (di j−d∗i j)(q j−qi), (14)

where di j := ‖q j−qi‖ denotes the distance between agent i
and j, d∗i j ∈R is its desired value, and f is chosen such that
x f (x) > 0 for x 6= 0, and f (0) = 0. Possible choices for f
are f : x 7→ 1

k arctan(x) or f : x 7→ 1
k tanh(x), where k > 0 is

an arbitrary constant. The role of f in (14) is to pull agents
toward their neighbors when the distance between them is
larger than the desired value, and vice versa.

Proposition 2. Consider agents with dynamics (1) and
assume Ai j matrices satisfy the conditions of Theorem 1.
Under the control (14), the desired formation is a locally
asymptotically stable equilibrium (up to a rotation about the
z-axis and a translation in the global coordinate frame).

Proof of Proposition 2 follows by linearizing (14) about
the equilibrium q∗ and showing that the Jacobian matrix
is negative semidefinite. The study of global asymptotic
stability of the desired formation will be a topic of future
work.

VIII. EXPERIMENTAL RESULTS

To validate the proposed strategy, Crazyflie quadrotors
(Fig. 1) operated using the Crazyswarm package [32] are
used in multiple experiments to show that agents can achieve
a desired 3D formation without collision. The position and
orientation of each quadrotor are obtained by a Vicon motion
capture system. This localization scheme is centralized, so to
replicate a distributed setting where the positions are relative
and local, Vicon measurements are transformed into the body
frame of each quadrotor before being used to compute the
control direction for each vehicle. Note that the z-axes of
body frames are not aligned in general due to the roll and
pitch angles of quadrotors needed to induce motion. This
effectively demonstrates the robustness of our method to
misalignments in the z-axes that may be present in a fully-
distributed implementation.

Fig. 4 shows snapshots of an experiment with 8 quadrotors
at different instances of time, with the quadrotors highlighted
using yellow circles. The quadrotors initially hover to an alti-
tude of 0.5m. Control strategy (14) with collision avoidance
in Algorithm 2 is used to compute a desired direction of
motion for each vehicle. The low-level controller of each
quadrotor is responsible for moving the vehicle along the
desired direction with the yaw angle set to zero8. Nonzero
eigenvalues of matrix A computed from Algorithm 1 range
from −10 to −5, and f is chosen as 2.5 arctan(·) in (14).
The time required to compute A on an Intel Core i7 CPU
@1.73GHz and 12 GB Ram notebook is around 0.70s. The
values of parameters in Algorithm 2 are chosen as r = 0.45m
and d = 0.5m. The trajectory of quadrotors is shown in
the rightmost figure, where the sensing graph is illustrated
via lines connecting the agents and is fixed throughout the
experiment. The spheres denote the position of the quadrotors
at their final configuration, which coincide with the desired
formation (up to a rotation about z-axis and a translation).

8The yaw angles can take other values if desired.
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Fig. 4. Snapshots of 8 quadrotors converging to a desired formation. (Right) Trajectories and final positions reconstructed using Vicon data.
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Fig. 5. All 28 inter-agent distances plotted vs. time. The safety radius
r = 0.45m is shown via gray line.

All inter-agent distances during the experiment are plotted
in Fig.5. As can be seen, the quadrotors respect the minimum
safety distance of r = 0.45m as they converge to the desired
formation9. A link to additional experiments and associated
videos is provided in the Supplementary Material section.

IX. CONCLUDING REMARKS AND FUTURE WORK

We presented a distributed control strategy to achieve a
desired 3D formation of distinct agents using only local
relative position measurements. No global positioning system
or centralized motion planning scheme is required, and our
approach can be implemented on existing MAV platforms.
We assumed that the z-axes of the agents’ local coordinate
frames are aligned, however, we showed that this assumption
is not crucial and the control is robust to misaligned frames
and errors in the desired direction of motion that can occur
due to noise, disturbances, or unmodeled dynamics. We fur-
ther presented a fully-distributed collision avoidance strategy
to ensure that agents maintain a safe distance with respect
to each other.

Although the analysis of this paper was centered at single-
integrator agents, it is straightforward to extend the approach
proposed here to agents with higher order dynamics (see our
previous work [17, Sec. IV] for 2D formations). Furthermore,
the sensing topology among agents can be time-varying (see
our previous work [33]).

Due to the distributed nature of our collision avoidance
strategy, gridlocks can occur. Incorporating a communication
scheme to resolve gridlocks will be a topic of future work.
Extending the collision avoidance scheme to agents with
higher order dynamics using the velocity obstacle approach
will also be considered. Additional research directions in-
clude leveraging leader-follower strategies for cooperative

9Slight violation of safety radius at time interval 5s-8s is due to the
unmodeled quadrotor dynamics and does not contradict Proposition 1, which
is based on a kinematic model.

navigation of multiple MAVs, hence, allowing a single
human operator to navigate a team of MAVs while they
autonomously attain the desired formation.

APPENDIX

We first present and prove the following lemma that is
used in the proof of Theorem 2.

Lemma 1. Let R∈ SO(3) represent a rotation of θ ∈ [−π, π)
radians about the unit norm rotation axis [x, y, z]> ∈ R3. If
|θ |< π

2 , then R+R> is positive definite.

Proof. Matrix R ∈ SO(3) can be represented as

R =

[
c+x2α xyα−zs xzα+ys

yxα+zs c+y2α yzα−xs
zxα−ys zyα+xs c+z2α

]
, (15)

where α := 1 − c, and c, s are shorthand notations for
cos(θ), sin(θ), respectively. Hence,

R+R> = 2α

[
β+x2 xy xz

yx β+y2 yz
zx zy β+z2

]
, (16)

where β := c
1−c . Noting that x2 +y2 + z2 = 1, eigenvalues of

R+R> are found by direct computation as {2α, 2α, 2α β},
which since for |θ |< π

2 we have α, β > 0 matrix R+R> is
positive definite.

We now present the proof of Theorem 2.

Proof. Under the perturbed control (12), the aggregate dy-
namics can be represented by

q̇ := PAq (17)

where P := diag(c1R1, c2R2, . . . , cnRn) ∈ R3n×3n is a block
diagonal matrix that contains the perturbation terms.

Consider the differentiable functional V :=−q>Aq. Note
that V is positive semidefinite since by design A is negative
semidefinite, and V = 0 if and only if q∈ ker(A). Noting that
A> = A, derivative of V along the trajectories of (17) is

V̇ =−q̇>Aq−q>Aq̇ =−q>A
(

P>+P
)

Aq. (18)

Matrix P>+P is block diagonal and each diagonal block is
given by ci (R>i +Ri) ∈ R3×3. From Lemma 1 we have that
if |θi|< π

2 and ci > 0 for all i ∈ {1, . . . , n}, then all diagonal
blocks are positive definite. This implies that P>+P is
positive definite, and consequently V̇ < 0 for all q /∈ ker(A).
From the Lyapunov stability theory and LaSalle’s invariance
principle [34] it then follows that all trajectories of (17)
converge to the invariant set q ∈ ker(A).
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