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Abstract— The problem of controlling a group of agents to
achieve a desired geometric formation is considered. We provide
sufficient conditions under which agents autonomously achieve
any feasible desired formation, while the sensing topology
among them can change arbitrarily. The desired formation is
defined in terms of inter-agent distances and angles. Agents do
not need to have a common or global coordinate frame, and
local relative position measurements of their neighbors suffices
to achieve the desired formation. Stability analysis, illustrative
examples, and simulation results are provided.

Index Terms— Multi agent formation control, distributed
control, changing topology, switching sensing graph.

I. INTRODUCTION

Distributed formation control aims to achieve a desired
geometric configuration of agents, where agents execute the
assigned control laws independently. Distributed formation
control has application in several areas. A few examples
are ground and/or aerial vehicle formations [1]–[3] for
search, rescue, or inspection missions, vehicle platooning
and automated highway systems [4], [5], cooperative robot
manipulation and assembly [6], and modular robotics self
configurations [7].

In many scenarios, a centralized formation control strategy
may not be possible, and agents should independently and
without communicating with each other achieve a desired
formation. Furthermore, often position measurements can-
not be acquired in a common or global coordinate frame.
For example, in environments such as indoors, underwater,
and space, GPS position measurements are not available.
Distributed formation control techniques can be applied in
such scenarios, and unlike centralized methods, have better
scalability, naturally parallelized computation, resilience to
communication loss and hardware failure, and robustness to
uncertainty and lack of global knowledge.

The sensing topology among the agents is another factor
that can make the formation control more challenging. In
a dynamic sensing topology, the agents can lose or acquire
sensing capability of other agents. For example, if a vision
sensor is used to provide position measurements, sensing
capability is lost when a neighbor agent is obstructed by
another agent, and acquired when an agent moves in the line
of sight. The changes in topology can be both temporal and
spatial, and ideally the desired formation should be achieved
regardless of how the topology changes.
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Based on the definition of the desired formation, the
existing literature on distributed formation control can be
divided into distance-based [8]–[10], angle-based [11]–[14],
or distance-angle based formations [15]–[19]. In distance-
based and angle-based formations, the desired formation is
defined in terms of inter-agent ranges and bearing angles,
respectively. In distance-angle based formations, the desired
formation is defined in terms of both parameters. This is
because sensors that are used in practice such as ladar, radar,
sonar, stereo cameras, etc., provide both angle and distance
measurements, for which desired values can be defined. Our
focus in this work is such desired formations.

In this work, we consider the distance-angle formation
of a team of agents under an arbitrarily changing sensing
topology. Inspired by the work in [20], [21], we use a
linear control law for agents and present sufficient conditions
under which the agents globally achieve the formation up
to a scale factor. We then introduce a nonlinear term in
the control law to fix the scale to a desired value. The
convergence of the augmented control law is presented as
a conjecture, however convergence to the desired shape is
proven rigorously. Examples are provided throughout the
paper to illustrate the concepts and control design, and
simulations are presented to typify the performance.

The main contribution of this paper is a novel gain design
technique that enables the agents to converge to a desired
shape under an arbitrarily changing sensing topology. We are
not aware of any previous work under this condition. In work
where switching among topologies is considered [21], [22],
typically the switches must satisfy a dwell time constraint
or agents need to communicate. These constraints are not
required in this work, and the topology can change arbitrar-
ily fast. Furthermore, the control is distributed, only local
relative position measurements are needed, local coordinate
frames require no common orientation, and the convergence
is global and has exponential rate.

The organization of the paper is as follows. The notation
and assumptions are introduced in Section II. In Section III,
the control law is formulated and preliminaries are discussed.
In Section IV, the control gain design methodology is
presented for both static and dynamic topologies, and the
sufficient topological conditions for stability are derived.
Proofs of the theorems and stability analysis are discussed
in Section V. Lastly, in Section VI, simulation results for
four agents with randomly changing sensing topology are
presented.



II. NOTATION AND ASSUMPTIONS

We use the notation Nn := {1, 2, ..., n} to represent the
set of natural numbers from 1 to n. The sensing topology
among n agents is described by a directed graph G = (V,E),
where V := Nn is the set of vertices, and E ⊂ V×V is the
set of edges. Each vertex of the graph represents an agent. A
directed edge from vertex i ∈ V to j ∈ V indicates that agent
i can measure the relative position of agent j in its local
coordinate frame. In such a case, agent j is called a neighbor
of agent i. The set of neighbors of agent i is denoted by
Ni := { j ∈ V |(i, j) ∈ E}. An undirected edge between agent
i and j in the graph indicates that they are both neighbors
of each other.

We denote the distance between agent i and j by di j,
and the desired distance by d∗i j. If agent i has neighbors
j and k, we denote by θ jik the angle ∠ jik, measured
counterclockwise, and by θ ∗jik the desired angle. We say the
desired formation is achieved if all distances and angles that
agents make with their neighbors are the same as in the
desired configuration. That is, for all i ∈ V and j,k ∈ Ni,
di j = d∗i j and θ jik = θ ∗jik. We say the desired shape is achieved
if only angles are the same as in the desired formation, i.e.,
the formation is achieved up to a (positive and possibly zero)
scale factor. Throughout the paper the following assumptions
hold.

Assumption 1. The positions of all agents are restricted to
a plane. Agents are numbered, i.e., they are distinguished,
and know the identification number of their neighbors.

Assumption 2. Agents can measure the relative position
of their neighbors in their local coordinate frames. They
need not to have aligned or common coordinate frames, or
communicate with other agents.

Assumption 3. The parameters that specify the desired for-
mation are assumed to uniquely define a realizable formation
(unique up to rotations and translations on the plane).

Assumption 4. The sensing topology should allow the
desired formation to be realizable1 (e.g., no disconnected
graphs).

Assumption 5. Agents are treated as points on the plane,
and collision avoidance is not considered.

Assumption 6. The agents have single-integrator holonomic
dynamics

ẋi = ui, (1)

where xi ∈ R2 is the position vector of agent i, and ui ∈ R2

is the control input to be determined.

III. PRELIMINARIES

The materials presented in this section are based on the
work in [21], where authors present the dynamics and control
in the complex plane. We design the control and present the
dynamics in R2.

1The necessary and sufficient topological conditions for realizability are discussed
in [21], [23].
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Fig. 1. Illustration of an agent with two neighbors. The local coordinate frame of
agent i makes angle θi with the global coordinate frame (which is unknown to the
agent).

Consider a team of n agents, and let j ∈Ni be a neighbor
of agent i ∈ Nn. Let lx j ∈ R2 be the relative position of
agent j in agent i’s local coordinate frame. For simplicity, we
can assume that the local coordinate frames are barycentric2.
We use left superscript l to indicate that coordinates are in

the local coordinate frames. Let Ai j :=
[

ai j bi j
ci j di j

]
∈R2×2 be

the matrix of control gains (to be designed). We define the
control law for agent i in its local coordinate frame as

lui = ∑
j∈Ni

Ai j
lx j. (2)

Assume that the local coordinate frame of agent i makes
angle θi with the global coordinate frame, as shown in
Fig. 1. We will only use the global coordinates for stability
analysis, and implementation of the control law (2) does not
require the knowledge of global coordinates. If Rθi ∈ SO(2)
is the rotation matrix corresponding to θi, from (1) and (2)
dynamics in the global coordinate frame are3

ẋi = ui

= Rθi
lui

= ∑
j∈Ni

Rθi Ai j
lx j

= ∑
j∈Ni

Rθi Ai j R−1
θi

(x j− xi). (3)

From (3), we observe that dynamics in the global coordi-
nate frame generally depend on the orientations of the local
coordinate frames (i.e., angles θi). However, if the rotation
and gain matrices commute, (3) simplifies to

ẋi = ∑
j∈Ni

Ai j Rθi R−1
θi

(x j− xi)

= ∑
j∈Ni

Ai j (x j− xi), (4)

which is independent of the local coordinate frame orienta-
tions.

Lemma 1. Control gain matrices Ai j that commute with
rotation matrices Rθi are of the form4

Ai j =

[
ai j −bi j
bi j ai j

]
, ai j,bi j ∈ R. (5)

2In a barycentric coordinate system, an agent is located at the origin of its local
coordinate frame.

3Note that ui is a vector, and its transformation from local to global coordinate frame
or vice versa is independent of the translational difference between the coordinate
frames.

4In the complex formulation discussed in [21], gains are represented by
zi j := ai j + ιbi j , where ι is the imaginary unit.



The proof of Lemma 1 is trivial and not discussed here.
By limiting the control gain matrix to the form (5), we can
proceed by designing the control in the global coordinate
frame, knowing that the local implementation (2) results in
the same dynamics.

Let x := [x>1 , x>2 , . . . , x>n ]
> ∈R2n be the aggregate vector

of agents’ coordinates. Closed-loop dynamics (4) can be
represented in the shorthand form

ẋ = Ax, (6)

where A ∈ R2n×2n, and has block Laplacian structure. That
is, for all i ∈ Nn and j ∈ Ni, the 2 × 2 matrix block
associated with rows 2i− 1, 2i and columns 2i− 1, 2i of A
is −∑ j∈Ni Ai j, and the block associated with rows 2i−1, 2i
and columns 2 j−1, 2 j is Ai j. The rest of the elements are
zero (see Example 1).

Lemma 2. Define vectors

1 := [1, 1, . . . , 1]> ∈ R2n,

1̄ := [−1, 1,−1, 1, . . . ,−1, 1]> ∈ R2n. (7)

From the block Laplacian structure of A together with control
gain structure (5) it follows that

A1 = 0, A 1̄ = 0. (8)

Consider an arbitrary embedding of agents at their desired
formation in the global coordinate frame. Let x∗i ∈R2 be the
coordinates of agent i associated to this embedding. If the
desired formation is an equilibrium of (4), at this embedding
we should have ẋi = 0, and therefore

∑
j∈Ni

Ai j (x∗j − x∗i ) = 0, ∀i ∈ Nn. (9)

Define the 90◦ rotated coordinates x̄∗i := R π
2

x∗i and the
aggregate coordinate vectors

x∗ := [x∗>1 , x∗>2 , . . . , x∗>n ]> ∈ R2n,

x̄∗ := [x̄∗>1 , x̄∗>2 , . . . , x̄∗>n ]> ∈ R2n. (10)

The following Lemma follows from (9) and the block
Laplacian structure of A.

Lemma 3. If x∗ is an equilibrium of (6), then the block
Laplacian structure of A implies

Ax∗ = 0, Ax̄∗ = 0. (11)

Proofs of Lemmas 2 and 3 are trivial and not discussed
here. These Lemmas imply that A has four zero eigenvalues
with corresponding eigenvectors 1, 1̄, x∗ and x̄∗.

Example 1. Consider 3 agents with a complete sensing
graph, i.e., each agent can sense the other two agents.
Suppose that the desired formation is defined as a right
triangle with side lengths d∗32 = 3, d∗21 = 4, and d∗13 = 5.
An embedding of the agents at their desired formation is
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Fig. 2. An embedding of three agents at their desired formation.

shown in Fig. 2, for which x∗1 = [0, 0]>, x∗2 = [4, 0]> and
x∗3 = [4, 3]>. Therefore

x∗ =
[
0 0 4 0 4 3

]>
, (12)

x̄∗ =
[
0 0 0 4 −3 4

]>
. (13)

If the control gains are chosen as

A12 =
1
3

[
3 4
−4 3

]
, A13 =

1
3

[
0 −4
4 0

]
,

A21 =
3

25

[
3 −4
4 3

]
, A23 =

4
25

[
4 3
−3 4

]
,

A31 =
1
4

[
0 3
−3 0

]
, A32 =

1
4

[
4 −3
3 4

]
,

matrix A is given by

A =



−1 0 1 4
3 0 − 4

3
0 −1 − 4

3 1 4
3 0

9
25 − 12

25 −1 0 16
25

12
25

12
25

9
25 0 −1 − 12

25
16
25

0 3
4 1 − 3

4 −1 0
− 3

4 0 3
4 1 0 −1

 .

One can verify that A1 = A 1̄ = 0, and Ax∗ = Ax̄∗ = 0.

IV. MAIN RESULTS

We present the main contribution of the paper in this
section, where we introduce a novel approach to design gain
matrices Ai j of form (5), such that the desired shape is
achieved under any arbitrarily switching topology. We first
introduce the gain design methodology for a static sensing
topology, and then extend it to dynamic sensing topologies.
Lastly, we propose an augmented control law and conjecture
that under this control agents achieve the desired shape and
scale, i.e., the desired formation.

The analysis and proofs of the theorems presented in
this section are presented in the next section. The following
Lemma is well-known from linear systems theory.

Lemma 4. If all nonzero eigenvalues of matrix A have neg-
ative real parts, then all trajectories of the linear dynamical
system ẋ = Ax exponentially converge to ker(A)5.

Define
N := [1, 1̄, x∗, x̄∗] ∈ R2n×4. (14)

If A satisfies the conditions of Lemma 4, and
ker(A) = range(N)6, then the desired formation is achieved

5If A ∈ Rn×n, kernel or null space of A is defined as ker(A) := {v ∈ Rn |Av = 0}.
6If vi ∈ Rn is the i’th column of matrix N ∈ Rn×m, range or linear span of N is

defined as range(N) := {∑m
i=1 civi |ci ∈ R}.



up to scale factor. Note that in this case ker(A) is nothing
but all rotations and translations of the desired shape.

A. Gain Design for Static Sensing Topology

We first present a method to find control gains ai j, bi j,
such that for a fixed sensing topology, the agents converge
to the desired shape. Let U SV> = N be the (full) singular
value decomposition (SVD) of N, where

U = [Q̄, Q] ∈ R2n×2n, (15)

with Q ∈ R2n×(2n−4) defined as the last 2n− 4 columns of
U .

Lemma 5. Using Q in (15), define

Ā := Q>AQ ∈ R(2n−4)×(2n−4). (16)

Matrices A and Ā have the same set of nonzero eigenvalues.

Proof of Lemma 5 follows by observing that U is an
orthogonal matrix, and range(Q̄) = range(N). Therefore Ā
is the projection of A onto the orthogonal complement of
range(N). Effectively, the projection (16) removes the zero
eigenvalues of A and allows us to formulate the stability of
A in terms of Ā.

Example 2. Consider the 3 agent formation in Example
1. The eigenvalues of A are {0,0,0,0,−3,−3}. Substituting
(12) and (13) in (14), SVD of N results in

Q> =

[
0.24 −0.35 −0.71 0.02 0.46 0.33
0.35 0.24 −0.02 −0.71 −0.33 0.46

]
,

(17)
where the entries in Q are rounded to two decimal digits.
Thus

Ā = Q>AQ =

[
−3 0
0 −3

]
,

from which one can see that nonzero eigenvalues of Ā and
A are identical.

We denote the 2×2 matrix blocks in Ā by

Ārs :=
[

ā2r−1 2s−1 ā2r−1 2s
ā2r 2s−1 ā2r 2s

]
∈ R2×2, r,s ∈ Nn−2, (18)

where ārs represent the entries of Ā.

Theorem 1. Consider a team of n agents, and let ε > 0 be
an arbitrary positive number. Let r,s∈Nn−2. If control gains
are chosen such that the constraints Ārs = 0, if r < s

diag(Ārr)≤−ε

Ax∗ = 0
(19)

are satisfied, under control (2), the agents converge to the
desired shape from any starting configuration7.

Matrices Ārs,r < s are the 2× 2 matrix blocks in Ā that
are above the diagonal. Therefore, the first constraint in
(19) implies that Ā is a block lower triangular matrix. The

7With a slight abuse of notation, A = 0 implies that all elements of matrix A are
zero. Similarly, diag(A)<−ε implies that each diagonal element of A is less than −ε .

second constraint implies that all diagonal elements of Ā
are negative, which is sufficient to ensure that Ā is stable8.
The last constraint assures that the desired formation is an
equilibrium (see proof of Theorem 1 for more detail).

We need to answer two questions. First, under what con-
dition control gains exist that satisfy (19)? Second, if gains
that satisfy (19) exist, how can they be found? To answer the
first question, notice that (19) represents a system of linear
constraints in terms of the control gains (see Example 3).
Therefore, (19) generically has a solution when the number
of constraints is less than or equal to the number of variables.

The total number of directed edges in the sensing graph
is given by ∑

n
i=1 |Ni|, where |Ni| is the cardinality of Ni.

Note that the total number of directed edges in an undirected
graph is twice the number of undirected edges. A directed
edge between agents i and j corresponds to two control gains
ai j, bi j. Thus, the total number of gains in a fixed sensing
topology is given by

m := 2
n

∑
i=1
|Ni|. (20)

Theorem 2. Consider n agents with a fixed sensing topology,
and m defined by (20). If m≥ (n−2)2 +2n, the number of
constraints in (19) is less than or equal to the number of
control gains.

To answer the second question, consider the optimization
problem

min
ai j ,bi j

∑
r<s
‖Ārs‖2 (21)

subject to diag(Ārr)≤−ε

Ax∗ = 0

where ‖Ārs‖ denotes the Frobenius norm9 of Ārs, r,s ∈ Nn−2,
and i, j ∈ Nn. The optimization (21) is a convex problem.
Consequently, the minimum is well defined and the opti-
mization algorithm converges to it from any starting point.
Convex optimization solvers such as CVX [24] can be used
to solve (21) efficiently.

By minimizing the cost function (21), we are trying to
make Ā a block lower triangular matrix, and therefore satisfy
the first constraint in (19). Since zero is the lower bound for
the cost function, when (19) has a solution, gains found via
(21) make Ā a stable block lower triangular matrix.

Example 3. Consider the 3 agent formation in Example
1, and suppose that the control gains are in the form (5)
and need to be designed. The total number of control
gains is m = 12, and (n−2)2 +2n = 7. Thus, conditions of
Theorem 2 are met, and stabilizing gains are found via (21).
Notice that for n = 3, Ā does not have any upper diagonal
blocks, and therefore the cost function in (21) is identical
to zero. Thus, the optimization reduces to finding the gains

8A stable or Hurwitz matrix is a matrix where the real part of its eigenvalues is
negative.

9‖Ārs‖2 is the sum of squares of elements of Ārs.



that satisfy the constraints. Using Q in (17), the constraint
diag(Ā11)≤−ε implies

0.24b12−0.18a13−0.68a21−0.82a23−0.32a31−0.64a32

−0.36a12−0.24b13−0.24b21 +0.24b23 +0.24b31

−0.24b32 ≤−ε.

The constraint Ax∗ = 0 implies

4a12 +4a13−3b13 = 0,
3a13 +4b12 +4b13 = 0,
−4a21−3b23 = 0,
3a23−4b21 = 0,

3b31−4a31 +3b32 = 0,
−3a31−3a32−4b31 = 0,

which is the same as Ax̄∗ = 0. The total number of 7 linear
constraints in 12 variables implies that there are infinitely
many choices for the stabilizing gains. A possible set of gains
were given in Example 1.

Remark 1. It is possible to design stabilizing gains for
static graphs that have fewer edges than the required number
in Theorem 2. However, the advantage of formulation (21)
is that it provides a straightforward way to find gains for
dynamic topologies.

Lastly, note that when the number of edges is smaller than
the required number in Theorem 2, (21) may still result in a
Ā, which although not block lower triangular, is stable.

B. Gain Design for Dynamic Sensing Topology

We proceed by designing the gains for a dynamic sensing
topology, such that the desired shape is achieved regard-
less of how the topology changes in time. To illustrate
the difference in gain design between static and dynamic
topologies, consider an example of four agents in Fig. 3,
where all possible undirected topologies among the agents
are numbered from 1 to 10. Recall that by assumption, the
topology should allow the desired formation to be realizable,
therefore, disconnected graphs and graphs in which an agent
has only one neighbor are not considered.

Consider the first and second topologies in Fig. 3. Agents
2 and 3 have the same neighbor set in both topologies, i.e.,
N1

2 =N2
2 and N1

3 =N2
3, where we used right superscripts to

distinguish the topologies. Unless additional information is
provided to the agents, agents 2 and 3 cannot distinguish
between the two topologies. Therefore, the same set of
gains used for them in the first topology should work for
the second topology. On the other hand, agents 1 and 4
have different neighbor sets. Therefore they can distinguish
between topologies and possibly have different gains.

Theorem 3. Let G := {G1,G2, . . . ,GK} represent a finite set
of K sensing topologies, where we use right superscripts to
distinguish the topologies and their associated variables. Let
r,s ∈Nn−2 and k, l ∈NK . If control gains ak

i j, bk
i j, are chosen

1
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3

1

42

3

1
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3
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Fig. 3. All feasible undirected sensing topologies among 4 agents.

such that the constraints
Āk

rs = 0, if r < s
diag(Āk

rr)≤−ε

Ak x∗ = 0
ak

i j = al
i j, bk

i j = bl
i j, if Nk

i =Nl
i

(22)

are satisfied, using control (2), agents converge to the desired
shape under any arbitrarily changing topology Gk(t) ∈ G.
Moreover, convergence rate is exponential.

The first constraint in (22) implies that all Āk matrices are
block lower triangular. The second constraint ensures that all
matrices are stable. Convergence under arbitrarily switching
among topologies is a consequence of this stable block lower
triangular structure. The last constraint ensures that when an
agent has the same neighbor set in two different topologies,
its associated gains are identical.

Similar to the case for static topologies, we need to find
out under what condition the number of constraints in (22)
is less than or equal to the number of control gains. Define

sk
i :=

{
0, if ∃l<k s.t. Nk

i =Nl
i

1, otherwise
, (23)

to indicate if the neighbor set of agent i in topology Gk has
been identical to its neighbor set in any previous topology
Gl , l < k. Note that ∑

K
k=1 sk

i shows the number of nonidentical
neighbor sets of agent i in all topologies. Denote by

S =
n

∑
i=1

K

∑
k=1

sk
i , (24)

the total number of nonidentical neighbor sets for all agents
in all topologies. Further define the number of independent
gains by

m := 2
n

∑
i=1

K

∑
k=1

sk
i |Nk

i |, (25)

where |Nk
i | is the cardinality of Nk

i . The number of indepen-
dent gains, m, describes the number of available gains after
enforcing the constraint ak

i j = al
i j, bk

i j = bl
i j if Nk

i =Nl
i . That

is, the overall number of gains in all topologies, where gains
for agents with identical neighbor sets are only counted once.

Theorem 4. Consider n agents with a set G of K sensing
topologies, and S and m defined by (24) and (25). If
m≥ K(n−2)2 +2S, then the number of constraints in (22)
is less than or equal to the number of control gains.



When conditions in Theorem 4 are met, simultaneously
stabilizing gains can be found by solving the convex opti-
mization problem

min
ak

i j ,b
k
i j

K

∑
k=1

∑
r<s
‖Āk

rs‖2 (26)

subject to diag(Āk
rr)≤−ε

Ak x∗ = 0

ak
i j = al

i j, bk
i j = bl

i j if Nk
i =Nl

i

where k, l ∈ NK , ε > 0, r,s ∈ Nn−2, and i, j ∈ Nn.
For a given desired formation, the control gains are

found via (26) prior to deployment. Each agent receives its
associated gain set and is not aware of other agents’ gains.
At each instant of time, agents choose their control gains
according to their current neighbor set.

C. Fixing the Scale

So far we have discussed how control gains can be
designed such that under the control law (2), the agents
achieve the desired shape, i.e., the desired formation up to
a scale factor. To fix the scale, we propose the augmented
control law

lui = ∑
j∈Ni

Ai j
lx j + f (di j−d∗i j)

lx j, (27)

where di j := ‖lx j‖= ‖x j− xi‖ denotes the distance between
agent i and j, and d∗i j ∈ R is its desired value that is given
from the desired formation. Smooth map f :R→R is chosen
such that for all z ∈ R, z f (z) > 0 for z 6= 0, and f (0) = 0.
Moreover f is bounded by | f (z)| ≤ fmax,∀z∈R. Possible
choices for f are f : z 7→ 1

c arctan(z) or f : z 7→ 1
c tanh(z),

where c > 0 is an arbitrary constant that can be chosen to
have a desired fmax. The role of the term f (di j−d∗i j)

lx j in
(27) is to push agent i toward to or away from its neighbor
j when the distance between them is larger or smaller than
the desired distance, respectively.

From (27), the closed-loop dynamics in the global coor-
dinate frame can be shown as

ẋ = Ax+F(x)x, (28)

where A is the same as in (6), and F : R2n → R2n×2n is
a 2n× 2n matrix with similar Laplacian structure to A. In
particular, F(x) can be derived by replacing Ai j blocks in A
by f (di j−d∗i j) I, where I is the 2×2 identity matrix.

Clearly, the desired formation is an equilibrium of (28).
Since f is bounded by fmax, entries of F(x) are bounded.
Therefore, when distance from x to ker(A) is large, the
dynamics due to the linear term Ax overpower the nonlinear
dynamics F(x)x. In this case, F(x)x can be treated as a
perturbation in the nonzero elements of A, where by choosing
fmax small, this perturbation can be made arbitrarily small.
Therefore, trajectories are guaranteed to get arbitrarily close
to ker(A). When x gets close to ker(A), Ax becomes small,
and the nonlinear dynamics become dominant. Consequently,
once agents are close to the desired shape, they slowly
contract (or expand) to achieve the desired scale. We will not

provide further analysis and the convergence to the desired
formation under control (27) is left as a conjecture and will
be a subject of future work.

V. ANALYSIS

In this section we provide the proofs for the theorems
discussed in Section IV.

A. Proof of Theorem 1

Proof. Matrices Ārs,r < s are the 2× 2 matrix blocks in Ā
that are above the diagonal. So the first constraint in (19) im-
plies that Ā is a block lower triangular structure. Eigenvalues
of a block lower triangular matrix are the eigenvalues of the
diagonal blocks. Note that since control gains are restricted
to the form (5), matrices Ārs inherit the same structure, i.e., in
(18) we have ā2r−1 2s−1 = ā2r 2s and ā2r−1 2s = −ā2r 2s−1,
for all r,s ∈ Nn−2. Therefore, the eigenvalues of diagonal
blocks Ārr are ā2r 2s ± ι ā2r−1 2s, where ι is the imaginary
unit. Since ā2r 2s ≤−ε by the second constraint in (19), all
eigenvalues of Ā have negative real parts. The last constraint
in (19) implies that the desired formation is an equilibrium
for the control (2). Note that from Lemma 3, Ax∗ = 0 and
Ax̄∗ = 0 arise to the same set of constraints, and therefore
the latter is redundant. With Ā being stable, convergence to
the desired shape follows from Lemmas 4 and 5. Notice
that since 1 ∈ ker(A), the scale of the achieved shape can
possibly be zero. Specifically, if all agents coincide initially,
they remain that way through all time.

B. Proof of Theorem 2

Proof. We examine the number of constraints that are
imposed on control gains ai j, bi j by (19). Since 2 × 2
matrix blocks Ārs have the same structure as in (5), the
condition for upper diagonal blocks to be zero imposes
(n−2)(n−3) linear constraints on control gains. The con-
straint diag(Ārr)<−ε , imposes n − 2 linear constraints.
Lastly, Ax∗ = 0 imposes 2n linear constraints. The total
number of constraints is therefore (n− 2)2 + 2n, and when
m ≥ (n− 2)2 + 2n, the number of linear constraints is less
than or equal to the number of tunable gains.

C. Proof of Theorem 3

Lemma 6. If {Āk ∈Cn×n |k ∈NK} is a set of lower triangu-
lar stable matrices, then the switched linear system ẏ= Āk(t) y
is globally uniformly exponentially stable (GUES) for any
arbitrary switching (see Proposition 2.9 in [25]).

Proof of Lemma 6 follows by observing that the stable
lower triangular structure corresponds to the cascade connec-
tion of GUES systems. Entries of Āk can be complex. This
implies that the block lower triangular matrices in which
2× 2 blocks have the form (5) are GUES for any arbitrary
switching.

Proof. Consider the set G of K sensing topologies, and
denote the set of gain matrices by A := {Ak |k ∈ NK}.



Assume k(t) ∈ NK is an arbitrary switching signal for the
dynamical system

ẋ = Ak(t) x, Ak(t) ∈A. (29)

Let M := range(N). Notice that M is an invariant manifold10

for (29) since M⊂ ker(Ak(t)). Further note that Q> defined
in (15) is the associated orthonormal projection matrix onto
the orthogonal subspace M⊥. Consider the projected system

ẏ = Q>Ak(t) Qy

= Āk(t) y. (30)

Note that (22) implies that all Āk matrices are block lower
triangular and stable. Therefore, from Lemma 6 it follows
that (30) is GUES. Since all trajectories of (30) exponen-
tially converge to zero, all trajectories of (29) exponentially
converge to M. Thus, the desired shape is achieved.

D. Proof of Theorem 4

Proof. We examine the number of linear constraints that are
imposed by (22) on control gains. We showed in the proof
of Theorem 2 that for a fixed topology, the block lower
triangular structure of Ā imposes (n−2)(n−3) constraints,
and the negative diagonal condition imposes n−2 linear con-
straints on control gains. Similarly, for K different topologies,
the block lower triangular structure of Āk, k ∈ Nk, imposes
K(n− 2)(n− 3), and negative diagonal condition imposes
K(n−2) linear constraints on control gains ak

i j, bk
i j. For the

fixed topology, Ax∗ = 0 imposed 2n constraints. The number
of constraints imposed by Ak x∗ = 0 is, however, generally
less than K(2n). This is because for topologies in which
agents have identical neighbor sets, the associated rows of
Ak are identical and therefore the constraints are redundant.
Consequently, since S shows the total number of nonidentical
neighbor sets for all agents in all topologies, the total number
of constraints imposed by Ak x∗ = 0 is 2S. The total number
of constraints is therefore K(n− 2)2 + 2S. The number of
independent gains is m, where for agents that have the same
neighbor set in different topologies the gains are counted
only once. Therefore, when m≥ K(n−2)2 +2S, the number
of constraints is less than or equal to the number of tunable
gains.

VI. SIMULATIONS

Consider four agents with the desired formation defined
as a unit square. Assume that the sensing topology changes
with time, and for simplicity is limited to undirected graphs.
The set of all such topologies is shown in Fig. 3, for which
control gains are designed via (26). Note that the choice of
ε in (26) allows influence over the rate of convergence and
here is chosen as 0.5.

One can verify that the conditions of Theorem 4 are met
since n = 4, K = 10, S = 16, and m = 72. The gains found
from (26) simultaneously stabilize all sensing topologies,
and by Theorem 3, the desired shape is achieve under any

10An invariant manifold M of a system ẋ = f (x, t) is a manifold such that if
x(t0) ∈M, then x(t > t0) ∈M.
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Fig. 4. Random switching among 10 sensing topologies given in Fig. 3.
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Fig. 5. Trajectories of four agents starting from a random initial position using
control law (2). The sensing topology changes according to Fig. 4. The agents achieve
the desired shape, which is defined as a square. Simulation video can be found at
https://youtu.be/kwlzUAvGkS4 .

arbitrary switching among topologies. The gains found via
(26) are available to each agent, and at each instant of time,
agents choose their control gains according to their current
neighbor set.

Figure 4 shows a randomly generated switching signal for
topologies shown in Fig. 3. Under this switching scheme,
Fig. 5 shows the trajectories of agents starting from a random
initial position, where control (2) was used for the agents.
Initial position of agents at t = 0s is shown by circles, and
final positions at t = 10s are shown by discs in the figure. As
can be seen from Fig. 4, the index of the sensing topology at
t = 10 is 7, which coincides with the graph shown in Fig. 5 at
the final time. Note that the scale of the formation achieved in
Fig. 5 is not controlled, and depends on the starting position
of the agents. Link to the simulation video is provided in the
figure caption.

Under the same switching scheme, Fig. 6 shows trajecto-
ries of agents where control (27) was used for the agents.
The control gains in (27) are the same as in (2), and map
f : R → R is chosen as f : z 7→ 1

10 arctan(z). The initial
position of all agents is the same as in Fig. 5. As can be seen
in Fig. 7, the distance error, defined as ei j := di j−d∗i j, goes
to zero. Therefore, the agents achieve both the desired shape
and scale, i.e., the desired formation. Link to the simulation
video is provided in the figure caption.

https://youtu.be/kwlzUAvGkS4


x
-2 -1 0 1

y

-1

0

1

1

2

3

4

Fig. 6. Trajectories of four agents starting from a random initial position using the
control law (27). The sensing topology changes according to Fig. 4. The agents achieve
the desired formation, which is defined as a unit square. Simulation video can be found
at https://youtu.be/vlTDORVGijI .
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Fig. 7. Inter-agent distance error versus time. The error is defined as ei j := di j−d∗i j .

VII. CONCLUDING REMARKS AND FUTURE WORK

We presented a distributed control scheme for a group
of agents to autonomously achieve a desired geometric
configuration. The desired configuration was defined in terms
of inter-agent angles and distances, and only local relative
position measurements were used to achieve this configura-
tion. We designed the control for both fixed and changing
sensing topologies, and provided the sufficient topological
conditions that guarantee exponential convergence to the
desired shape. The main contribution of this work was to
prove that the sensing topology can change arbitrarily, and
does not need to satisfy a dwell time constraint. Furthermore,
agents did not need to communicate or have extra knowledge
about the overall sensing topology.

To fix the scale of the achieved configuration to a desired
value, we introduced the augmented control law (27), and
started an initial discussion on its stability and convergence
properties. Rigorous stability analysis for this control is a
topic of future work. The stability requirements presented in
Theorems 3 and 4 are only sufficient and may be conser-
vative. It would be interesting to find the necessary condi-
tions, for which the stability is ensured under the minimum
topological requirements. Lastly, to enjoy the simplifications
that arise from the commutativity property, the control gains
where restricted to the form (5), where two degrees of
freedom were lost. One can expect the extra degrees of
freedom to improve the control performance. Therefore,
exploring the design techniques without restricting the gain
matrices is worthwhile.
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