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ABSTRACT
Autonomous Vehicles (AVs), also known as self-driving cars, are becoming more prevalent in our daily lives. AVs rely on sensor information to evaluate their environment and make crucial decisions in real-time, however, new attacks can create false sensor and actuation commands. As technological advancements expand the usage of AVs to perform more complex tasks, it is imperative to secure the integrity of these devices against malicious external tampering. In this paper, we propose a security framework we call Shared Reality, which consists of verifying that sensors perceive the same physical reality. We implement our design on a custom hardware platform that uses the popular Robot Operating System (ROS) software. Our experiments show that AVs utilizing our proposed security framework ensured security with low overhead while performing several autonomous tasks.
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1 INTRODUCTION
The Society of Automotive Engineers defines six levels of automation for ground vehicles, ranging from no automation (level 0) to fully automated with no human interaction required (level 5) [32]. Currently, consumers are exposed to level 2 vehicles in the market (partial automation) with manufacturers promising level 3 (conditional automation) and beyond in the near future [27]. Many industries recognize Autonomous Vehicles (AVs) as an important component in the future of transportation and are investing heavily in AV research and development. For example, Uber and General Motors each have spent over 1 billion dollars on research and development in automation technology [8].

As AVs become more ubiquitous, we need to guarantee their security and safety against increasingly sophisticated attacks because of the physically hazardous consequences these machines will increasingly impose in the real world. For example, AVs have been involved in several incidents in which pedestrians were not recognized by the autopilot, or the system interpreted its environment incorrectly, resulting in fatalities [28, 50].

AVs rely on a wide variety of sensors [25] to evaluate their physical world including IMUs (Inertial Measurement Unit), cameras, LiDARs, RADARs, ultra-sonic sensors, and GPS. While these sensors measure different physical properties of the environment, they are susceptible to malicious tampering and transduction attacks [20]. Malicious tampering occurs when an attacker injects data into the system with the goal of causing disruptions or even hijacking the system. On the other hand, transduction attacks leverage the physical properties of sensors (e.g., accelerometers are susceptible to acoustic injection attacks [46]) to tamper their measurements. This reliance on sensor information to perform critical tasks without verification can cause AVs to become vulnerable to targeted attacks.

Researchers have demonstrated the feasibility of these types of attacks against consumer vehicles on the market. Mobileye 630 PRO and Tesla Model X (HW 2.5) autopilots can be manipulated to incorrectly recognize phantom projected images as street signs and pedestrians, thereby triggering the automatic breaking system or diverting the vehicle into the oncoming traffic lane [34]. Furthermore, Tesla’s autopilot has also been demonstrated to be vulnerable to attacks targeting the activation of the windshield wipers and lane recognition system [26].

To solve these problems, there has been extensive research to avoid, detect, and prevent sensor tampering in real-time. Physics-Based Attack Detection algorithms [22] represent a promising way to detect sensor and actuator tampering attacks against autonomous vehicles. The main idea behind these techniques is to check the consistency between the control actions sent to actuators, and the received sensor measurements. Any discrepancy between expected vs. observed behavior is then tested statistically over time and if the deviations are statistically significant, then the anomaly detector raises an alarm. While Physics-Based attack detection has several benefits, they are not infallible since they can be attacked by injecting a small perturbation that is not significant at each time step, and are therefore undetectable, but that over time they cause...
We assume an adversary that can inject false signals in one of the sensors. This is a threat model that focuses on verifying that different sensors are perceiving the same physical world. Our solution is able to detect "slow but persistent" attacks that are able to bypass current state-of-the-art physics-based anomaly detection systems for autonomous vehicles [17, 38]. To demonstrate its effectiveness, we implement our approach in an advanced automation application called vehicle platooning (leader-follower).

Our contributions include,

- We demonstrate how "slow but persistent" attacks on individual sensors can bypass physics-based anomaly detection systems in AVs like SAVIOR [38].
- We present our Shared Reality concept as a computationally light anomaly detector for "slow but persistent" attacks that monitors physical data across multiple sensors to detect attacks.
- We propose an augmented secure pipeline that leverages the individual strengths of SAVIOR [38] and our Shared Reality approach in a set of platooning autonomous vehicles. Section 5 provides an evaluation of the secure platoon algorithm.
- We demonstrate the operation of our Shared Reality proposal in a platoon system, using open-source hardware and software, where each vehicle detects the lane and vehicle ahead of it and adjusts its steering and throttle to maintain a constant distance.
- We analyze the performance of SAVIOR and Shared Reality modules to highlight the strengths of each method and the advantage of combining them.

The rest of the paper is organized as follows. Section 2 provides background information on mathematical models for ground vehicle movement, platooning, and threat modeling. In Section 3, we describe the overall design of Shared Reality. Section 4 discusses the implementation of Shared Reality in a set of platooning autonomous vehicles. Section 5 provides an evaluation of the secure platoon algorithm. Finally, section 7 concludes our work.

## 2 BACKGROUND

### 2.1 Threat Model and Assumptions

We assume an adversary that can inject false signals in one of the sensors used by AVs. For example, AVs typically use sensors like Cameras, IMUs, GPS receivers, RADARs, LiDARs, or ultrasonic sensors. Unfortunately, all of these sensors are vulnerable to transduction attacks including IMU [43, 46, 48], RADAR [55], LiDAR [12, 37, 42], ultrasonic [55], and camera [18, 37, 55] sensor measurements. The threat model in our paper is similar to the threat model in all of these previous research efforts.

In this paper, we focus on attacks against two of the most important sensors for autonomous vehicle navigation, cameras, and LiDAR. The camera is the primary sensor involved in the navigation of the vehicle and it is also used for detection and recognition tasks as well. A LiDAR consists of an infrared (IR) emitter and receiver rotating about a vertical axis. The sensor measures the time it takes to receive an emitted signal after it bounces back from an object and calculates the distance to that object. This allows the vehicle to acquire distance information about its surroundings at a specific height but in a range of directions.

Attacks against cameras and LiDAR sensors can range from physically placing stickers on the road, to driving an attack vehicle near to the target. For example, a dirty road patch can be a physical-world attack against the camera being used for lane-keeping assist [41]: in this setting, the attacker prints a malicious perturbation on asphalt, rubber, or posters, and then places it on the road, causing a vehicle to drive off lane boundaries [41]. Similarly, a vehicle in front of the target vehicle can spoof LiDAR signals causing the vehicle to perceive non-existing obstacles or ignore existing ones [12].

Our goal is to detect "slow but persistent" attacks: where the fake sensor signal will drift slowly over time. Our work combines a Shared Reality and a physics-based attack detection system based on SAVIOR [38] (our previous work) as the combination of both can secure anomaly detection to "slow but persistent" as well as abrupt attacks.

We do not replace sensor fusion by our Shared Reality. Our goal is to use Shared Reality alongside sensor fusion algorithms to detect attacks and improve the vehicle’s performance.

### 2.2 Platooning

We implement and test our Shared Reality proposal in the setting of vehicle platooning. Vehicle platooning, or simply platooning, is the concept of systematically interconnecting two or more vehicles. This vehicle-to-vehicle (V2V) connectivity allows for vehicles to drive at the same speed with minimal distance in between—distances so small that only autonomous vehicle technology can achieve them while still being safe. The average human driver takes 1.5 seconds to detect and react to road hazards [33]; such delays are minimized when automation is involved allowing to reduce this inter-vehicular distance. The interactions of vehicles in platoons are depicted in Fig. 1.

Another important benefit of platooning is the reduced consumption of fuel for vehicles. These savings are attributable in part to the wind drag that is offset by the leading vehicle in the platoon nexus. By following the leading vehicle closely, the following vehicles reduce the impact of wind resistance that they would otherwise have to combat and therefore consume less fuel. The fuel reduction is significant especially for larger vehicles [5, 30]; for a platoon of trucks, it improves fuel consumption by 10% on average [47]. The increase in safety and efficiency becomes more notable considering that it could be expanded to over 65% of haul transport [1].

With surface freight transport expected to increase dramatically in the coming decades, platooning can have a major impact on fuel savings for large vehicle fleets and on transport capacity [5].

There are several use-cases of platooning currently under development, like package delivery and supply chain (UPS is testing truck platooning technologies on highways [9]), next-generation combat vehicles to reduce exposure of soldiers in unsecured corridors, driver-assisted buses with shorter following distances to meet the demand for transportation in congested areas such as the Lincoln tunnel between New York and New Jersey, and platooning for timber transport on back-country roads, as the forest industry suffers from driver shortages in moving cut timber to mills [9].

Platooning in its simplest form can be decoupled into two sub-tasks: 1) detect and follow a path, and 2) detect and maintain a constant distance to the vehicle ahead. We thus divide the actualization between these two tasks. The path detection task determines where the vehicle is relative to a path and controls the steering of the vehicle, while the distance control task measures the distance between vehicles and adjusts the speed.

### 2.3 Physical Model of Vehicle

Physics-based attack detection systems need accurate models of the behavior of a physical phenomena [22]. While extracting models of physical phenomena is complicated and sometimes requires advanced system identification tools, the physical behavior of ground
vehicles is a fairly well-understood process. In particular, we use the well-known bicycle model that captures the behavior of a four-wheeled vehicle by the following non-linear equations [39]:

\[
\begin{align*}
    \dot{x} &= v \cos(\psi + \beta) \\
    \dot{y} &= v \sin(\psi + \beta) \\
    \dot{\psi} &= \frac{L_l}{L_l + L_r} \sin(\delta) \\
    \dot{\beta} &= \tan^{-1}\left(\frac{L_l}{L_l + L_r} \tan(\delta)\right)
\end{align*}
\]  

where \((x, y)\) is the position of the vehicle’s center of mass, \(\psi\) is the orientation of the vehicle relative to the \(x\)-axis, \(v\) is the vehicle’s speed, \(\beta\) is the direction relative to the vehicle’s heading, \(\delta\) is the steering angle relative to the vehicle’s heading, \(a\) is the acceleration, and \(L_l\) and \(L_r\) are the distances from the center of the vehicle to the rear and front wheels respectively (\(L_l + L_r\) is the wheelbase). These parameters are illustrated in Fig. 2.

The control inputs are the steering angle \(\delta\) and the acceleration \(a\). The values that we need to estimate from the various sensors include the speed \(v\), orientation (yaw angle) \(\psi\), and position pair \(x, y\). Note that we adopt a frame that moves along the line. The \(y\)-axis always points in the direction of the curve (tangent to it) at a constant offset from the AV, and the \(x\)-axis is perpendicular to that (normal to the curve).

**2.4 Physics-Based Attack Detection**

Classical security mechanisms such as software security, memory protection, authentication, or cryptography are not enough to protect sensors against physical and transduction attacks [20]. In order to identify these new attacks, there is growing interest in Physics-Based Attack Detection (PBAD) [22].

PBAD consists of two steps: the first step is performed off-line and extracts physical invariants of the system to create a model that captures the expected correlations between sensors (also known as sensor fusion) and between actuators and sensors (i.e., between the inputs and the outputs to the system). For autonomous vehicles, these physical invariants correspond to Equation (1). The second step is an online anomaly detection algorithm that compares predictions with observed states and raises an alarm when the accumulated discrepancy between predicted and observed states exceeds a threshold. PBAD has been explored in water control systems [4, 23], state estimation in the power grid [19, 31], chemical processes [6, 13], and in particular, autonomous vehicles [17, 38].

One of the key weaknesses of PBAD is that it is vulnerable to stealthy attacks [49] (what we call slow but persistent attacks in this paper). A fundamental reason for the existence of stealthy attacks is that any control of a physical system would not need sensors if we knew exactly the physical evolution of the process given the control commands (this is called open-loop control). Meanwhile, almost all control algorithms run in “closed-loop” because model uncertainties and perturbations prevent us from knowing exactly the evolution of a physical process. This uncertainty allows malicious users to create attacks that behave seemingly like the physical process under control, but create a small deviation that over time can be catastrophic. Unfortunately, none of the prior PBAD efforts on autonomous vehicles has considered a robust solution to detect these slow but persistent attacks [17, 38]. In this paper we show how combining a PBAD mechanism with our proposed Shared Reality algorithms, can detect these slow but persistent attacks and a wide variety of other attacks.

**3 SHARED REALITY DESIGN**

While our concept of a shared reality can be applied to a variety of settings, we focus in this paper on a particular instantiation of our idea by focusing on how the camera and LiDAR sensors in a vehicle produce shared information about the environment in a platooning scenario.

Intuitively, our *Shared Reality* proposal ensures that all cross-coupled data remains roughly the same over time. This data corresponds to the same physical object if an attack is initiated on one sensor (e.g., the front vehicle is depicted to drift to the right in the camera) then the second sensor will not detect this (the LiDAR responds to the same physical object if an attack is initiated on one sensor), this error will accumulate over time if only one sensor is under attack.

We also note that the choice of cross-coupled data is a design choice. For our platoon system, we chose vertical and lateral offsets because they are specific to the application and persistent. However, the choice can be generalized to any other cross-coupled physical data. A few potential examples include: lane marks detected by multiple front-facing cameras, estimated vehicle speed from encoders and IMU or a SLAM (simultaneous localization and mapping) algorithm, detected vehicles via LiDAR and RADAR.

Our design is illustrated in Fig. 3. The main idea is to use two independent physics-based anomaly detection algorithms for each sensor (camera and LiDAR), and in parallel, compute a metric in
the shared reality node that denotes the similarity and consistency between the perception of each sensor. We implement SAVIOR [38] as a reference physics-based attack detection system and adapt it to LiDAR data (the original work only considered the camera sensor).

We now describe how we measure this consistency between sensors in a platooning scenario. Notice that the distance between a reference vehicle and the leading vehicle (the vehicle in front) and the lateral offset of the leader relative to the reference vehicle can be estimated by a camera and a LiDAR. These measurements are the basis of the Shared Reality module since they describe common physical data between the two sensors that should be closely related. These variables are represented by \( \delta_i, \delta_c, l_i, l_c \) which corresponds to the vertical distance measured by the LiDAR and camera, and the lateral offset measured by the LiDAR and camera respectively (see Fig 4). Using that information, we define two error measurements

\[
\Delta \delta = \delta_i - \delta_c
\]

\[
\Delta l = l_i - l_c
\]

which denote the difference in vertical distance and lateral offset measured by the two sensors respectively.

The Shared Reality module monitors how \( \Delta \delta \) and \( \Delta l \) change to indicate the presence of an attack. As the vehicle moves, the width may change. However, since we operate on a flat surface, the height of the front vehicle is invariant to those changes. Since the left and right sides of the front vehicle vary with rotation, we define the height as \( h = \text{abs}(UL_{y} - LC_{y}) \) where \( UL_{y} \) is the height of the center of the top side (\( UL = (UL + UR) / 2 \)) and \( LC_{y} \) is the height of the center of the bottom side (\( LC = (LL + LR) / 2 \)). We also know the height of the vehicle (side meters). We can thus calculate the distance between the camera and the front vehicle as \( \delta_c = \text{side meters} \times m_y \). The distance is regulated to a desired distance \( \delta_{des} \) through a proportional controller and the velocity control is calculated as \( ctrl_{vel} = K_{pvel}(\delta_{des} - \delta_c) \). \( ctrl_{vel} \) is used in the bicycle model as the acceleration and thus controls velocity. Note that leader detection can also be done with cameras using neural networks. The vision-based distance can be estimated using triangulation using multiple cameras or exploiting known vehicle width and height data.

In order to keep track of the history of discrepancies over time, we select the CUSUM algorithm inside of Shared Reality to keep track of the predicted vertical distance and the lateral offset.

### 3.1 CUSUM Algorithm

One of the key components in our anomaly detection pipeline is CUMulative SUM control chart (CUSUM): an algorithm for monitoring and change detection. During each iteration at state \( k \), the residual change \( r_1(k) \) and \( r_1(k) \) is calculated from the absolute value of the lateral and vertical offset. This interaction is described as follows:

\[
r_1(k) = |\Delta \delta|
\]

\[
r_2(k) = |\Delta l|
\]

where both residuals are independent of each other. Each residual is then evaluated by the CUSUM algorithm as described on the following equation:

\[
S_1(k + 1) = (S_1(k) + r_1(k) - b_l)^+
\]

\[
S_2(k + 1) = (S_2(k) + r_2(k) - b_l)^+
\]

where \((x)^+\) denotes \(\max(0, x)\), and \(S_1(k + 1)\) and \(S_2(k + 1)\) represent the total sum of discrepancies over time that will be used for the next iteration. These values are calculated from the previous accumulation \(S_1(k)\) and \(S_2(k)\) and the addition of its respective residuals minus biases. The biases \(b_l\) and \(b_1\) are calculated in order to avoid false alarms when the system is not under attack. Finally, each sum raises an alarm when either the lateral or vertical sum increases over a predefined threshold. In particular, we follow the CUSUM parameter (biases and thresholds) tuning recommendations from Giraldo et al. [22].

### 3.2 SAVIOR

SAVIOR [38] is a non-linear physics-based anomaly detection system that uses the Extended Kalman Filter (EKF). The EFK generates a prediction of the system state that accounts for noise on states and outputs. The predicted states are compared with the actual system states at the future iteration. If the aggregated difference (via the CUSUM statistic) is above a threshold, an alert is raised and the sensor is considered compromised. The underlying logic is that the predicted and observed states should match up to some threshold which may vary with the size of the noise. If the CUSUM threshold is exceeded, then the behavior of the system does not match our understanding of the physical evolution of the system. Due to the noisy nature of the sensors, the threshold for triggering an attack

![Figure 3: We use an anomaly detector on both LiDAR and camera data to detect malicious input on either sensor. If one of the sensors is compromised, the system will ignore it and navigate using the remaining untampered sensors.](image-url)

![Figure 4: The follower vehicle detects the plate (orange) using the camera and LiDAR and extracts the vertical distances \( \delta_l \), \( \delta_c \) and lateral offsets \( l_l \), \( l_c \) of the leader vehicle relative to itself.](image-url)
is often relatively high which leaves the system vulnerable to slow but persistent attacks.

Extended Kalman Filter. In order to estimate the state of the vehicle, we utilize an Extended Kalman Filter (EKF) algorithm \cite{40} to predict the future states of the camera and LiDAR sensors and compare them against measured inputs to detect anomalies. This is required primarily for the SAVIOR algorithm. The EKF algorithm uses the known system dynamics, accounts for process noise (noise on the states) and observation noise (noise on the outputs), and predicts the future system state. We run two separate instances of an EKF algorithm on each sensor (camera and LiDAR). This allows us to secure individual sensors and keep track of malicious tampering against them (this secures individual sensors to abrupt and moderate changes). The behavior of the system can be calculated using the following equation:

\[
x_{k+1} = f(x_k, u_k)
\]

where at time \(k\), \(f(x_k, u_k)\) approximates the behavior of the system using non-linear equations (1) with \(x_k\) representing the previous states of the system and \(u_k\) the current input.

The EKF algorithm is divided into two steps: prediction and update. In the prediction step, the algorithm takes into account the previous measurements to generate a calculated estimate. This value is then improved on the update step by calculating the Kalman gain and updating the estimated value. The prediction equations are:

\[
x_k = Ax_{k-1} + Bu_{k-1}
\]

\[
P_k = AP_{k-1}A^T + Q
\]

Variables \(x_k^\prime\) and \(P_k^\prime\) describe the a priori predicted estimation state and predicted estimated co-variance. These values are then used in the update stage to improve the estimated state. \(A \in \mathbb{R}^{n \times n}\) is the system dynamics matrix, \(B \in \mathbb{R}^{n \times m}\) is the input matrix, and \(H \in \mathbb{R}^{p \times n}\) is the output matrix. \(x_k \in \mathbb{R}^n\) is the states of the system, while \(u_k \in \mathbb{R}^m\) is the input. Specifically, \(x_k^\prime\) (vector) is the current vehicle state while \(y_k\) is a vector of observed outputs through the sensors as a result of applying the input \(u_{k-1}\). The update stage consists of the following equations:

\[
K_k = P_k^\prime H^T(HP_k^\prime H^T + R)^{-1}
\]

\[
x_k = x_k^\prime + K_k(y_k - Hx_k^\prime)
\]

\[
P_k = (I - K_k H)P_k^\prime
\]

\(K_k\) calculates the Kalman gain aim to minimize the error covariance of the a posteriori estimate \(x_k\) by calculating the actual contributions of the a priori estimate and the measurements while \(P_k\) states the error covariance of the a posteriori estimated state.

3.2.1 SAVIOR for Camera Data. We followed the implementations described in \cite{38}. This allowed us to have an anomaly detector based on the camera information. The main two pieces of information that are extracted from the camera sensor are the line angle and line lateral position offset. This information is then fed into the EKF algorithm to predict the upcoming state. The historical behavior is analyzed using a CUSUM algorithm that keeps track of deviations over time.

3.2.2 SAVIOR for LiDAR Data. The LiDAR detects the location and orientation of the leading vehicle. Since the leading vehicle is following the same path, its lateral offset and orientation are thus indicative of the line’s lateral location and orientation albeit at a future point in time. This is the same type of information that the camera generates but with a small offset. Hence, we can implement an instance of SAVIOR for LiDAR data as well.

We note that since the leading vehicle is executing commands based on a “future route”, it is not our intention to compare the measurement that we obtain from the camera against the ones that we obtain from the LiDAR but to keep track of LiDAR data as discrepancies to avoid abrupt tampering against that sensor. The main goal is to enable anomaly detectors on both sensors to detect sudden and abrupt changes to the sensor data that might be indicative of a targeted attack.

3.3 Shared Reality Vs Sensor Fusion

It is important to recognize the assumptions and objects of these algorithms. The goal of sensor fusion is to improve the quality of detection (end result) beyond what an individual sensor can deliver. When fusing data about the same object, each sensor has its own noise and confidence level. However, we know from Bayesian statistics that the combined result will be no worse than either individual result. This highlights a key idea: sensor fusion is not concerned with anomaly detection and flagging attacks; sensor fusion operates under the assumption of safe but uncertain data that may be outside of their operating limits. Furthermore, the output of sensor fusion is an “improved” estimate of features or decisions.

On the other hand for our Shared Reality module, we make two assumptions about the data: 1) sensors operate in their respective regions of operation, and 2) sensors may be either safe or under attack. These two assumptions imply that in general, sensors provide truthful (yet noisy) data when safe; any anomalies or unexpected deviations and biases with sensor data are indicative of attacks. Thus, we do not consider issues such as corrupt sensor data due to their operation limits such as incorrect camera detection (or the lack of detection) when exposure suddenly changes. The goal or output of the Shared Reality module is a Boolean check on whether a sensor is safe or compromised. Thus, we rely on the overlapping field of view between multiple sensors to compare the properties of physical objects and cross-validate them.

While sensor fusion assumes safe but uncertain data either in or out of the region of operation, Shared Reality assumes that sensors are either safe or under attack but within their region of operation. Sensor fusion outputs a combined result to improve detection quality while Shared Reality outputs a Boolean check on the safety of a sensor and tracks the changes in the difference between data from different sensors instead of combining it. Furthermore, Shared Reality is designed to be computationally lightweight whereas sensor fusion can have a larger overhead depending on the implementation.

As such, Shared Reality does not replace sensor fusion nor is it a special case of sensor fusion. Ideally, AVs would be equipped with both Shared Reality and sensor fusion modules to respectively flag attacks and improve the quality of sensor estimates across the safe sensors. Realizing any overlaps in the execution of both modules can be leveraged to reduce the computation overhead by combining computational steps or sharing data between the two modules.

4 IMPLEMENTATION

To test our proposed pipeline to secure a platoon, we develop an RC car platform we call COMO, which is a variant of the Berkeley BARC project \cite{2}. COMO is a low-cost testing platform with a camera, a 2D LiDAR, an IMU, and wheel encoders. It uses the low-level control architecture of the BARC project but has a different build and high-level control components. Each COMO car runs Ubuntu MATE 16.04 with ROS 1 (Robot Operating System) Kinetic.
We note that ROS 2 features authentication methods to improve security, however, authentication will not prevent the physical and transduction attacks we described earlier (e.g., a dirty patch to fool the camera or a car nearby sending laser signals to fool the LiDAR).

ROS follows a publish-and-subscribe architecture for inter-process communication in which modules publish data to defined topics (message exchange busses) to which other modules can subscribe. While this approach is aimed at meeting real-time constraints, it undermines security and data integrity due to the lack of publish-and-subscribe policies. Any module can publish on any topic and the modules are not aware of which module is publishing data. This allows for the scenario in which a malicious module is able to publish erroneous data to a crucial topic and disrupt or control the system. Our aim is to demonstrate the dangers of such a scenario and protect the system against undetected sensor tampering.

We note that ROS 2 features authentication methods to improve security, however, authentication will not prevent the physical and transduction attacks we described earlier (e.g., a dirty patch to fool the camera or a car nearby sending laser signals to fool the LiDAR).

4.1 Path Detection

As depicted in Fig. 5, the leading AV detects the line and uses the following pipeline: 1) import an image, 2) mask or crop the image, 3) apply a geometric transformation to generate a top-down view, 4) convert to a binary image, 5) detect contours, 6) weigh the contours, and 7) select the main contour for further processing.

The platoon can operate as such: all vehicles use a camera to follow the leading vehicle to estimate distances and relative orientation. This value is used with a proportional controller and regulated to zero. The control is generated as

\[ \text{steer control} = K \cdot \text{line inputs} \]

where \( K \) is the proportional control gain. \( \text{line inputs} \) is the input \( \delta \) in the bicycle model. Note that for the leader vehicle (with no vehicles in front of it), the velocity is not regulated. It is merely set to a constant force signal (open-loop control).

4.2 Path Following

The platoon can operate as such: all vehicles use a camera to follow a curve; the first vehicle uses an open-loop control for velocity (simply sets the acceleration to \( a_{des} = K_{ps} \cdot \text{line} \)) where \( K_{ps} \) is a constant desired value chosen experimentally and does not monitor the speed); and all other vehicles estimate the distance between themselves and the leading vehicle and maintain a constant value by varying the acceleration input as described before. In this case, a simple attack

\[ A \begin{bmatrix} i_x \\ i_y \\ 1 \end{bmatrix} = \begin{bmatrix} f & 0 & u_0 \\ 0 & f & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R \\ T \end{bmatrix} \begin{bmatrix} w_x \\ w_y \\ w_z \end{bmatrix} \]

where \( f \) is the focal length in meters, \( m_x, m_y \) are scaling factors to express the focal distance in pixels, \( (u_0, v_0) \) is the optical center or principle point, \( R \in SO(3) \) (special orthogonal group of 3 \( \times \) 3 matrices) is the rotation matrix and \( T \in \mathbb{R}^3 \) is the translation matrix between the camera frame and the world frame.

There are several ways to obtain these matrices. Intuitively, the idea is to solve (14) by matching the detected corners of a chessboard of known size to the expected pattern (PnP algorithm) [29].

With a binary image, we can apply a contour detection algorithm based on [45]. Each contour has a number of sides (edges) and is characterized through the arc parameter, area, and moments which involve simple pixel counting procedures. Moments \( m_{jk} \) of a contour \( S \) are generated using:

\[ m_{jk} = \sum_{(x_j, y_j) \in S} (x_j)^j (y_j)^k \]

where \( (x_j, y_j) \) are the pixel coordinate pairs in a contour. We can then determine the centroid of the contour as:

\[ x = \frac{m_{10}}{m_{00}}, \quad y = \frac{m_{02}}{m_{00}} \]

We generate that data for all contours and score each contour based on how closely it matches the expected characteristics of the contour for the curve. Among the criteria are the area and parameter being larger than minimum values determined experimentally, the number of sides it has, having points on the top and bottom sides of the image, and finally the closeness of the centroid \( (\bar{x}, \bar{y}) \) to the centroid of the previous curve contour (continuity of the curve).

The curve with the highest score is selected as the main contour and chosen as the target path curve.

4.3 Additional Sensor Processing

Kame on an Odroid XU4 [3] compute board. As we explained in Section 2, we only use the camera, LiDAR, and wheel encoders. The camera and LiDAR data process as well as the platform will be discussed in more detail.

The camera and LiDAR processing algorithms are implemented using ROS on COMO and interface directly with the motor control topic for specifying steering and throttle. The camera focuses on following the line and detecting the AprilTag for vehicle identification and distance estimation). The LiDAR focuses on detecting the leading vehicle to estimate distances and relative orientation. Yet, both, the camera and LiDAR, end up capturing aspects of the same reality hence the name Shared Reality. In our setting, we have the AprilTag and vertical plat attached to the back of the front AV. As depicted in Fig. 5, the leading AV detects the line and uses the LiDAR to navigate while the following AV detects the plate via the LiDAR and the line and AprilTag via the camera.

Figure 5: Physical platooning implementation.
on the camera could render the platoon useless and potentially cause costly accidents. To mitigate this, we need additional data from the camera and other sensors (2D LiDAR in our case).

We use the camera to estimate the lateral offset between the vehicle and the leading vehicle in a similar way to the vertical distance. The lateral offset is calculated as \( l_e = \frac{\text{sidemarker}_x - \text{tag}_x}{\text{tag}_x} \) where \( \text{sidemarker}_x \) is the pixel offset of the center of the AprilTag \( \text{tag}_x \) and the image center along the horizontal axis: \( \text{tag}_x = 320 - \frac{\text{tag}_{center,x}}{320} \) (320 is the pixel median of the image width).

Additionally, we use the LiDAR to find similar estimates of lateral offset \( l_l \) and vertical distance \( \delta_l \) between the two vehicles. Since the LiDAR generates a 360-degree scan at one height only, we have to make the leading vehicle distinguishable. To that end, we attach a 0.15x0.45 meter plate to the back of the leading vehicles as seen in Fig. 5. The plate appears in the scan of the LiDAR as a cluster of neighboring points (typically 3 to 11 points depending on distance). To detect that cluster, we use the following pipeline: 1) mask LiDAR scan, 2) cluster points, and 3) select the appropriate cluster. Since the leader will only be within a certain angular and vertical distance from the follower, we mask the LiDAR scan to include a 120-degree angle centered about the vehicle’s heading as indicated in Fig. 7 and a range from 0.1 to 2 meters. We then pass through the remaining points in a counter-clockwise manner and identify clusters by adding a point to the cluster if its distance to the previous point is less than 0.1 meters (to account for the naturally separated points and LiDAR error). A new cluster is identified if that threshold is exceeded. We can then calculate the location of each cluster by averaging a cluster’s \( C \) points’ \( (p_i \in C) \) coordinates in the LiDAR frame:

\[
\begin{align*}
\bar{x} &= \frac{\Sigma_{p \in C}(p_x)}{N} \\
\bar{y} &= \frac{\Sigma_{p \in C}(p_y)}{N}
\end{align*}
\]

where \( N \) is the number of points in that cluster. The orientation of the plate is determined through a similar approach as that described before: the points are combined into a matrix for which the covariance matrix is obtained. The eigenvector with the largest eigenvalue is the vector representing the orientation of the plate. The angle is found as the angle between that vector and the horizontal axis.

Similar to the camera curve-detection weighing algorithm, we deploy a weighting algorithm for all clusters primarily influenced by the closeness of the cluster centers to the previous center. The winner is selected as the cluster representing the front vehicle plate and the values \( l_l = \bar{x} \) and \( \delta_l = \bar{y} \) are populated.

That \( l_e \) and \( \delta_l \) are comparable to \( l_l \) and \( \delta_l \) respectively. The lateral offsets are expected to be similar and the vertical distances are only expected to differ by the camera-LiDAR separation of about 0.21 meters. Experimentally, however, these values might not match as exactly as expected due to limitations in resolution and computational power. Nonetheless, that is accounted for in the secure platoon design.

Our secure platoon design combines two main components: securing sensor with SAVIOR [38] and securing cross-coupled data in Shared Reality. As an overview, SAVIOR helps secure individual sensors by detecting abrupt and moderate changes to the sensor data, but it fails at detecting slow “realistic” attacks. The Shared Reality module compares cross-coupled sensor data, i.e., similar data belonging to physical objects detected by multiple sensors. Thus, even with slow attacks on a sensor, the attack could still be detected as long as it is not coordinated with attacks on all the sensors and cross-coupled data that are involved in the shared reality.

### 4.4 Secure Pipeline

We now implement the design we originally presented in Fig. 3. We use raw LiDAR and camera data in the form of a distance scan and image matrix respectively. The data is passed to the data pre-processing module which performs all the operations on the data to be used by the anomaly detectors. At its output, we get the estimates for the vertical and lateral distances between the two successive vehicles, information about the orientation of the line, and the lateral offset of the follower car relative to it. The inter-vehicular information is passed to the Shared Reality and the SAVIOR-based “improved detectors” modules. The latter also receives estimates of the vehicle’s (follower vehicle) position relative to the line (line information) and the speed estimated by wheel encoders. The two modules operate as discussed in the previous subsections.

At the output of each module, we have boolean decisions on whether or not the module has detected an attack. The Shared Reality module flags an attack when the cross-coupled (shared) data between the sensors passes a certain threshold. The improved detectors module flags an attack when the data of one or both of the sensors is inconsistent with the prediction and passes a certain threshold. The modules inform which of the sensors is under attack as well. The last step is the controller which takes the boolean attack flags and selects the appropriate control sequence.

The controller is designed with many factors in mind. For example, suppose that a system has five sensors all of which have cross-coupled components checked by Shared Reality. If one sensor is flagged as under attack, the controller may ignore data coming from the flagged sensor, continue normal navigation, but initiate...
an attack confirmation sequence to reaffirm the attack status. If two sensors are flagged, the controller may do the same thing but also alert a human operator or an AV security company that the system might be under attack. However, if three of the five sensors are flagged, the controller may direct the vehicle to the nearest safe emergency parking space and completely shut down the vehicle. Thus, the controller is designed based on the available sensors, the sensors, and data involved in Shared Reality, and the level of safety desired.

In our case, we have only two sensors for this demonstration. Since the controller decision-making is not our main focus, we designed a simple controller decision-making sequence: if either one of the sensors is under attack, halt the system immediately; if no attacks are detected, continue normal platoon operation.

As we stated before, since the Shared Reality module checks for slow drifting attacks while the SAVIOR modules check for medium to abrupt changes, either one or both modules might issue an attack flag. In either case, the existence of at least one flag indicates an attack. This secures the AVs to a wide range of attacks.

Earlier we discussed sensor fusion and explained the differences between that and our Shared Reality module. In light of this section, it should be clear that the two methods have different assumptions, operations, and goals. Unlike sensor fusion which uses statistical tools to combine “safe” (but uncertain/noisy) data to improve overall detection quality, Shared Reality uses CUSUM modules to analyze the change in the error between cross-coupled data to detect attacks.

Realizing the difference between sensor fusion and Shared Reality allows for the integration of the two tools. For example, the sensor fusion algorithm could take the flags from Shared Reality to ignore sensors under attack. This would improve the fusion quality and protect it. Further, we speculate that sensor fusion might be used to indicate whether a sensor is outside of its region of operation to prevent false-positive alerts in the Shared Reality module. These are topics of future work.

5 EVALUATION

For our experiments, we place two COMO cars on a circular track. Both AVs run the line-following algorithm. The first vehicle is considered the leading vehicle and the second vehicle is considered the follower vehicle. The follower vehicle additionally runs a version of the platooning algorithm with the secure platoon pipeline for anomaly detection. While the vehicles are in charge of following the line, the second vehicle’s platooning algorithm is also in charge of keeping track of the leading vehicle and also maintaining a distance of approximately 60 cm at all times. We proceeded to attack both sensors, the camera, and the LiDAR, by injecting false data individually.

5.1 Attacks

We create a malicious node in ROS that publishes bad data at rates higher than the legitimate sensor. This malicious node can represent a software attack or a physical attack. Fig. 8 depicts how our malicious module injects data in ROS.

In order to attack the camera, we first recorded footage of the compromised path. Since the vehicle is running the anomaly detector SAVIOR, abrupt and moderate changes will be detected. In order to craft this attack, we recorded small movements of the line and the AprilTag towards the left of the screen. Since these changes are gradual and small, they could be caused by normal behavior and therefore SAVIOR will not be able to recognize these changes as malicious (e.g., during experimentation the vehicle started turning to the left accordingly to account for the changes). Fig. 9 shows how the vehicle is interpreting the attack. From image a) to c), the line and leading vehicle are gradually moving towards the left side of the screen. Despite our improvements to the camera by adding the AprilTag detector, an attacker can inject images of the line and the AprilTag and still remain undetected.

Figure 9: The injected image is shown on the left column and the line being recognized is shown on the right column. a) shows the initial injected image and how the system is recognizing it. b) and c) show slow movement towards the left side of the screen. The line detected shows gradual movement that will not be detected by previous approaches.
Similarly, the LiDAR sensor is also vulnerable to the same type of attack. Since we implemented an anomaly detector using the LiDAR data, abrupt and moderate changes will be detected as well but subtle consistent movements will not. Fig. 10 shows how we were able to inject LiDAR data by moving the leading vehicle gradually to the right while the line remained in the middle. This attack is also not detected by the previous implementation due to the fact that changes are very minimal.

![LiDAR attack](image)

**Figure 10:** LiDAR attack. From a) to c), the line remains in the middle while the leading vehicle is moving gradually to the right. Since the movement is not abrupt or moderate, it will not be detected by our LiDAR anomaly detector alone.

The main reason why these attacks are not detected by SAVIOR is the fact that the changes are done very slowly which indicates that its residual is smaller than the expected value that is subtracted from the CUSUM algorithm (recall that the expected value is subtracted from each sensor to prevent the algorithm from increasing during normal execution). Attacks identified by SAVIOR required a sudden change that would produce a residual that was bigger than the expected subtracted value and the accumulation eventually resulted in an alarm being raised. In order to defend against these types of attacks in which the attacker knows the underlying cumulative algorithm and he or she is able to constantly inject data that will cause a deviation not detected by previous work, we leveraged sensor redundancy (camera and LiDAR) and implemented a solution in our Shared Reality module.

### 5.2 Shared Reality Comparison

While the LiDAR and the camera sensors are both used for different purposes in the vehicle with the camera used for navigation and the LiDAR used for collision avoidance, we were able to leverage this sensor redundancy to improve the detection of these types of attacks. This is due to an added protection in our Shared Reality module that synchronizes the camera and the LiDAR to ensure that both sensors are experiencing the same reality. If an attacker is able to insert malicious inputs into the camera while making sure of staying within the threshold boundaries (slow attacks), SAVIOR alone will not be able to detect it. But by using LiDAR data, we were able to ensure that even small deviations that will normally not be detected by a single sensor, can be noted and alarm can be raised. Attacks on each specific sensor, the camera or the LiDAR, are able to be detected by our Shared Reality module.

Fig. 11 depicts the comparison between SAVIOR and the Shared Reality module with an attack targeting the camera. The y-axis represents the residual percentage needed to raise an alarm with respect to the detector (e.g., one equals an attack has been detected) and the x-axis represents time. For this experiment, we set our Shared Reality module to detect anomalies when the camera and the LiDAR lateral position differ by more than 10cm. Since the changes produced by our slow attack are minimal, SAVIOR’s residuals do not go beyond 20%. On the other hand, once the attack was launched, our Shared Reality module started accumulating residual until they reached 100% (meeting our threshold of 10 cm).

![Shared Reality Vs SAVIOR](image)

**Figure 11:** The Shared Reality module is able to detect slow attacks that mimic normal behavior while they still remain undetected by SAVIOR.

![Bias attack detection](image)

**Figure 12:** Bias attack detection between Shared Reality and SAVIOR. As the bias is increased, SAVIOR is able to detect more attacks while Shared Reality is detecting all attacks at several intensity intervals.

We also evaluate Shared Reality and SAVIOR in terms of granularity. For this experiment, we inject a small bias deviation to the vehicle position ranging from 0.005 to 0.06 meters. For each bias injected, we perform 11 experiments with 11 distinct thresholds ranging from 50 to 150 percent variations with 100 percent being the normal threshold of the system (e.g., the threshold selected under normal behavior that does not raise false alarms). When the bias is zero, both systems do not detect any attacks as the system is under normal behavior (the detection of an attack under zero bias would be a false positive). Once we start injecting a bias of 0.005 m, Shared Reality detects attacks for all 11 threshold variations (0.5 to 1.5). At the same bias, SAVIOR is only able to detect an attack in 45.45% of the 11 variations. While Shared Reality is able to identify all attacks under all injected biases, SAVIOR gradually increases its detection as the bias grows. Both systems are able to identify all...
attacks when the bias is greater than or equal to 0.055 m. Fig. 12 depicts the results.

5.3 Performance

We tested the efficiency of both SAVIOR and Shared Reality at different attack frequencies in order to find the point in which SAVIOR would start identifying attacks. In order to do this, we injected an image into the camera sensor with slight pixel movements every frame. Fig. 13 shows the results of moving an image from 5 pixels to 100 pixels per frame to the left side of the screen. The time shown in seconds reveals that Shared Reality takes 6.0676 seconds to detect movement at 5 pixels while it is reduced to 0.17 seconds at 100 pixels. This is due to the fact that the faster the change causes discrepancies to accumulate faster. SAVIOR was able to detect attacks starting at 70 pixels per frame in 0.04 seconds and stayed relatively close to detecting 100-pixel changes at 0.07 seconds. While the Shared Reality module continued decreasing its time to detect the attack, once SAVIOR started detecting the attacks, it was much faster at identifying them. This states that while the addition of a Shared Reality module improves the detection of “small consistent attacks”, it is not a replacement for the presence of an anomaly detector but a complementary tool.

Figure 13: The injected image was moved to the right side at different pixel rates. Shared Reality starts detecting attacks at 5 pixels in 6.04 s and gradually decreases detection time to 0.17 s at 100 pixels. SAVIOR starts detecting attacks at 70 pixels in 0.04 s with similar detection time as pixels increases.

We also evaluated the overhead introduced to the system by Shared Reality in terms of CPU utilization. Since ROS operates modules independently from each other, we opted to record utilization information from the OS point of view. To achieve this, we recorded processor utilization for each module (including threads) while the vehicle executed the platoon algorithm. We collected about 750 measurements of CPU utilization for all modules. This information is then aggregated using a Python script that computes the average of all available measurements per module including their threads. Table 1 summarizes the CPU Utilization for the modules involved in the implementation.

<table>
<thead>
<tr>
<th>Module</th>
<th>CPU utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>camera_preprocessing</td>
<td>14.6716%</td>
</tr>
<tr>
<td>LiDAR_pre-processing</td>
<td>11.2368%</td>
</tr>
<tr>
<td>lidar_collision_avoidance</td>
<td>10.9354%</td>
</tr>
<tr>
<td>process_line</td>
<td>9.05788%</td>
</tr>
<tr>
<td>img_preprocessing</td>
<td>6.48217%</td>
</tr>
<tr>
<td>shared_reality</td>
<td>4.96333%</td>
</tr>
<tr>
<td>Camera+SAVIOR</td>
<td>3.11916%</td>
</tr>
<tr>
<td>LiDAR+SAVIOR</td>
<td>3.06290%</td>
</tr>
<tr>
<td>arduino_node</td>
<td>2.53407%</td>
</tr>
<tr>
<td>elp_cam_bridge</td>
<td>1.17409%</td>
</tr>
<tr>
<td>line_follower</td>
<td>1.10546%</td>
</tr>
<tr>
<td>lidar_follower</td>
<td>1.00095%</td>
</tr>
<tr>
<td>controller_low_level</td>
<td>0.98185%</td>
</tr>
<tr>
<td>platoon</td>
<td>0.86881%</td>
</tr>
<tr>
<td>ros_launch</td>
<td>0.43253%</td>
</tr>
<tr>
<td>rosmaster</td>
<td>0.31747%</td>
</tr>
<tr>
<td>rosout</td>
<td>0.29065%</td>
</tr>
</tbody>
</table>

Table 1: CPU utilization of modules inside of the ground vehicle. Shared Reality adds a 4.963% of CPU utilization to the system while both implementations of SAVIOR remain at around 3.1%.

an 8-bit value (2.4576 million bits). Compared to that, the LiDAR consists of 360 data points where each point is a float (32 bits) totaling only 11,520 bits. This results in the camera data being over 200 times larger than the LiDAR data. Table 1 reaffirms that result. The ‘camera_preprocessing’ and ‘img_preprocessing’ modules consist of nodes that perform various image processing tasks before subsequent nodes can extract useful information. These tasks include identifying regions of interest, cropping them, and performing a spatial transformation to obtain the top-down image of the line. These modules use up over 20% of the CPU utilization. Processing the line image (‘process_line’) performs the necessary image processing on the cropped image containing the line to extract the path information (relative position and orientation between the line and the car). Even with a smaller cropped image, the module still required about 9% CPU utilization. Shared Reality adds on CPU utilization of 4.963%. This is slightly higher than SAVIOR. Both implementations of SAVIOR (camera and LiDAR) utilize about 3.1% of the CPU. The modules with the highest CPU utilization are the modules in charge of the camera and LiDAR pre-processing. These modules provide the heavy computations that will be used later on in the anomaly detector. The process_line module and image_processing modules perform computations related to the line following algorithm. The arduino_node module is in charge of sending the actuator commands to the wheels. The elp_cam_bridge module receives data from the camera and makes it available to the system. The line and LiDAR follower modules are instances that keep track of the movements of the line and the leading vehicle respectively and calculates the offset between the vehicle and the center of the line. The controller_low_level module serves as a message interface between the computer board and the microcontroller that communicates with the actuators. The platoon module is in charge of following the leading vehicle and adding or reducing speed if the leading vehicle is closer than the defined threshold. Finally, the ros_launch, rosmaster, and rosout modules perform operations related to ROS such as launching several modules simultaneously, providing communication between modules, and providing an interface to log information about the system.
6 RELATED WORK

Attacks on vehicle sensors are becoming increasingly sophisticated. Researchers concerned with LiDAR spoofing attacks have demonstrated how this sensor can be tampered with to cause false positive detection of a front vehicle. The authors of CARLO demonstrated how LiDAR front-vehicle detection with machine learning can be attacked with a small number of spoofed points in introduced their solution to detect spoofing attacks using vehicle occlusion patterns and the projection of LiDAR data onto different planes [44]. RADARs have also been attacked by injecting false data to make objects appear closer than they actually are [14]. This is achieved by capturing the RADAR signals and selecting a delay before sending a frequency with the desired distance chosen by the attacker. Some of these attacks do not require specialized hardware as demonstrated attacks on camera and LiDAR sensors using commodity hardware to perform binding, jamming, replay, and spoofing attacks showed its feasibility [36]. Attacks have also been considered for platooning vehicles as [24] exposed potential vulnerabilities with LiDAR and RADAR sensors where malicious information can be shared with a targeted vehicle. Other approaches have focused on the underlying machine learning algorithms as [11] showed that vulnerabilities of LiDARs can be exploited even in settings in which AVs use machine-learning object detection systems are present and [16] demonstrated evasion attacks performed against Convolutional Neural Networks (CNN) classifying camera images to predict the steering angle.

Other works exposed sensor vulnerabilities related to RADARs, cameras, and ultrasonic sensors requiring contact-less interaction with the vehicle. These attacks have demonstrated that it is possible to blind and deceive AVs [54]. There have been approaches that focused on analyzing sensor data being detected by the vehicle. [53] proposed a framework for identifying cyber-attacks and faulty sensor readings by combining a CNN and a Kalman Filter anomaly detector that observe incoming data from multiple sensors and make real-time decisions on whether the data is anomalous or not.

From this literature review, it is clear that securing sensors to attacks is not an easy endeavor and is still actively pursued. Even well-trained machine learning algorithms can still be attacked, sometimes with simple and physically impossible data [44], but it would remain undetected. Our proposed shared reality will limit the effectiveness of these sensor attacks. Shared reality is related to sensor fusion and there has been extensive research on sensor fusion [7, 10, 15, 21, 35, 51, 52, 56]. The goal of sensor fusion is to improve the quality of sensor measurements. Sensor fusion, however, is not intended to detect malicious sensor tampering. In our case, instead of attempting to improve an estimate from different sensor sources, our goal is to create an independent estimate of the physical state of the world with each sensor, and then test if both sensors perceive the same physical world.

7 CONCLUSION

In this work we improved upon the EKF-based camera anomaly detector SAVIOR [38] by: 1) applying SAVIOR to 2D LiDAR data and thus securing multiple sensors to abrupt and medium changes, 2) introducing the light-weight Shared Reality module to monitor cross-coupled data across multiple sensors corresponding to the same physical object which enables the detection of small drifting attacks on a subset of the sensors, and 3) combining the SAVIOR and Shared Reality modules into the secure pipeline which ends with a control decision module that can be modified depending on the sensors and data involved in the Shared Reality module. We demonstrate the flaws of using SAVIOR alone and the improved attack detection range with the secure pipeline highlighting the strengths of each module. In the end, the AVs are secured against medium and abrupt changes as well as the more powerful attack pattern where the attacker knows of the SAVIOR anomaly detection mechanisms and avoids it by injecting a small offset that accumulates over time to create a significant deviation. While SAVIOR improved the detection of malicious input into the system, this work improved the detection of a new type of attack by leveraging sensor redundancy and introducing a module for reality checking that ensures that participating sensors make attacks much harder. Our design is more resilient than previous work because an attacker now has to take into account how other sensors would react if drastic or small changes are introduced into the system. We tested our implementation on a vehicle platooning algorithm and showed that sensor redundancy improves the security of the AVs with an increased overhead of 4.96333%.

8 DISCUSSION AND FUTURE DIRECTIONS

Our proposed method uses SAVIOR modules to secure sensors to medium and abrupt changes and the Shared Reality module to secure the AV to slow drifting changes by cross-coupling data across multiple sensors. Nonetheless, the proposed secure pipeline is not perfect. There is still room for improvement based on the following:

- The number of sensors and data cross-coupled through Shared Reality is important. With just two sensors and two distinct features (lateral and vertical inter-vehicle distance), as we have, the AV’s secure pipeline control decision module must take escalated measures immediately. Having more sensors and more cross-coupled physical features further secures the platform.

- A slow attack on all sensors and that affect all cross-coupled data in the same way would thwart the Shared Reality module. However, having to affect all cross-coupled data in the same way forces the attacker to not only craft the attack to be a small drifting one, but also craft it so that most cross-coupled features across most sensors remain within the Shared Reality thresholds. This increases the difficulty of launching successful and undetected attacks.

- Incorporation of Shared Reality with sensor fusion: it would be interesting to merge aspects of both modules to ensure sensor fusion sensors are secure and confirm that Shared Reality sensors are operating properly.

We finalize by emphasizing three important features of our pipeline: 1) the Shared Reality module is computationally lightweight, 2) the pipeline and particularly the Shared Reality module serve as frameworks that can be expanded or reduced depending on the available hardware and operation setting, and 3) even with three sensors, multiple cross-coupled features can be used raising the difficulty required for an attack.
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