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Induction: A process of reasoning (arguing) which 
infers a general conclusion based on individual cases





A learning problem!
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If you prefer the training data in 
this form!

X1 X2 X3 X4 X5 X6 X7 X8 X9 f(x)
X 0 X 0 X 0 0 X X 1
X 0 X X X 0 X 0 0 1
X X X 0 X X 0 0 0 1
0 X 0 X 0 X 0 X X 0
0 0 X X X 0 0 X X 0
0 X X X 0 0 0 X X 0
0 X X 0 X 0 X X 0 ?

• x: a 9-dimensional vector
• f(x): a function or a program that takes the vector as input and 

outputs either a 0 or a 1
• Task: given the training examples, find a good approximation to f 

so that in future if you see an unseen vector “x” you will be able to 
figure out the value of f(x)



Given data or examples, find the function f?

Classification problem
A simpler 
example for 
analysis!



How to find a good approximation to f?
• A possible/plausible technique

Unknown 
function 
𝑓: 𝑋 → 𝑌

Training 
Examples/Data
(𝑥, 𝑓 𝑥 )

Hypothesis 
space 𝐻

Learning 
algorithm

A good 
approximation:

ℎ ≈ 𝑓

Set of candidate functions
(Your assumptions about f)



You are assuming that 
the unknown function f 
could be any one of the 
2./ functions!

It turns out that out of 
the 2./ possible 
functions, 20 classify 
all points in the 
training data correctly!



You are assuming 
that the unknown 
function f could 
be any one of the 
16 conjunctive 
rules!

Unfortunately, none 
of them work



At least m of the n
variables must be true

You are assuming 
that the unknown 
function f could 
be any one of the 
32 m-of-n rules!

Only one of them, the 
one marked by “***” 
works!











Steps in Supervised Learning
1. Determine the representation for “x,f(x)” and 

determine what “x” to use
Feature Engineering

2. Gather a training set (not all data is kosher)
Data Cleaning

3. Select a suitable evaluation method
4. Find a suitable learning algorithm among a 

plethora of available choices
– Issues discussed on the previous slide



Feature Engineering is the Key

• Most effort in ML projects is constructing 
features

• Black art: Intuition, creativity required
– Understand properties of the task at hand
– How the features interact with or limit the 

algorithm you are using.
• ML is an iterative process

– Try different types of features, experiment with 
each and then decide which feature set/algorithm 
combination to use



A sample machine learning 
Algorithm

• 2-way classification problem
– +ve and –ve classes

• Representation: Lines (Ax+By+C=0)
– Specifically

• if Ax+By+C >0 then classify “+ve”
• Else classify as “-ve”

• Evaluation: Number of mis-classified 
examples

• Optimization: An algorithm that searches for 
the three parameters: A, B and C.



Toy Example
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Problem: Fit a 
line that separates 
the two such that 
the error is 
minimized.
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Learning = Representation +
Evaluation + Optimization

• Combinations of just three elements
Representation Evaluation Optimization
Instances Accuracy Greedy search
Hyperplanes Precision/Recall Branch & bound
Decision trees Squared error Gradient descent
Sets of rules Likelihood Quasi-Newton
Neural networks Posterior prob. Linear progr.
Graphical models Margin Quadratic progr.
Etc. Etc. Etc.


