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Multimedia Data 
ÅText 

o Ascii documents 
o HTML documents 
o Databases (Structured documents) 
o Annotations 

ÅImages 
o JPG, PNG, BMP, TIFF, etc. 

ÅAudio 
o MP3, WAV files 

ÅVideo 
o Sequence of frames 

Size and 
Complexity of 
processing the 
data increases as 
we go from top to 
bottom  
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Temporal Data 

ÅTime Series data generated by a dynamic 
system 

o! ǳǎŜǊΩǎ Dt{ ƭƻŎŀǘƛƻƴǎ ǊŜŎƻǊŘŜŘ ōȅ Ƙƛǎ /Ŝƭƭ-phone 

o Loop Sensors counting cars on a freeway 

o Load monitoring devices capturing power 
consumed in a household 

o Video as a sequence of frames 
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Relational Data 

ÅData resides in multiple tables 
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Example Borrowed from Luc De 2ÁÅÄÔȭÓ 
ÔÅØÔÂÏÏËȟ Ȱ,ÏÇÉÃÁÌ ÁÎÄ 2ÅÌÁÔÉÏÎÁÌ 
,ÅÁÒÎÉÎÇȱ 



Machine Learning 

ÅStudy of systems that improve their 
performance over time with experience 

ÅExperience= Data (or examples or observations 
or evidence) 

ÅLearning = Search for patterns, regularities or 
rules that provide insights into the data 
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What we will cover? 

ÅProbabilistic Machine Learning 

o Build a model that describes the distribution that 
generated the data  

o Representation, Inference and Learning 

ÅDynamic Probabilistic Networks 

o Temporal Data 

ÅMarkov Logic Networks 

o Relational Data 
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Probabilistic Graphical Models 
ÅάtDaǎ ƘŀǾŜ ǊŜǾƻƭǳǘƛƻƴƛȊŜŘ !L ŀƴŘ ƳŀŎƘƛƴŜ 
ƭŜŀǊƴƛƴƎ ƻǾŜǊ ǘƘŜ ƭŀǎǘ ǘǿƻ ŘŜŎŀŘŜǎέ ς Eric 
Horvitz, Director, Microsoft Research 

ÅBasic Idea: Compactly represent a joint 
probability distribution over a large number of 
variables by taking advantage of conditional 
independence. 
o Graph describes the conditional independence 

assumptions 
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Bayesian networks 

ÅDirected or Causal Networks 
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Product of 
several poly -
sized conditional 
probability 
tables  

Each table is 
variable given 
its parents in 
the graph  



Bayesian networks 
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Joint distribution 

ȣȣȣȣȣȣȣȣȣȣȣȣȣȣȢȢ 
ȣȣȣȣȣȣȣȣȣȣȣȣȣȣȢȢ 

πȢς πȢπυȢφ Ȣψ Ȣσ Ȣππρττ 

31 vs 17 entries  
Exponential vs Poly entries  



Markov networks 

ÅFunctions defined over cliques 
o5ƻƴΩǘ ƘŀǾŜ ŀ ǇǊƻōŀōƛƭƛǎǘƛŎ ƳŜŀƴƛƴƎ 

ÅDistribution = normalized product of functions 
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A1,1 A1,2 Weight 

0 0 3 

0 1 4.3 

1 0 2.2 

1 1 33.1 



Log-Linear models 

ÅPGM = A set of weighted formulas (features) in 
propositional logic 

ÅAlternative Representation of a PGM 

ÅDistribution 
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