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Outline

* What is regression testing?

* How to select a subset of tests for regressiomtgst

— Modification-based test selection

— Coverage-based test selection
o Test set minimization
o Test case prioritization

— Risk analysis-based test selection
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Regression Testing (1)
— = —

Version 1 Version 2
1.Develop P 4. Modify Pto P’
2.Test P 5.Test P for new functionality
or bug fixing
3.Release P 6. Perform regression testing on P
to ensure that the code carried over
from P behaves correctly
7.Release P

May need to generate
=+=% additional new test cases
to test the enhancement
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Regression Testing (2)

» Small changesin one part of a program may have subtle undesired effects
in other seemingly unrelated parts of the program.
— Does fixing introduce new bugs?
— Revalidate the functionalities inherited from tlreypous release

» Consequences of poor regression testing
— Thousands of 800 numbers disabled by a poorlydesiéiware upgrade
(December 1991)
— Fault in an SS7 software patch causes extensiveephiotages
(June 1991)

— Fault in a 4ESS upgrade causes massive breakdathe MT&T network
(January 1990)
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ATLT Network Outage, ]anuaryZQO (1)

* At 2:20PM on January 15, 1990, the 75 screensalisg) a giant map of
the United States at the AT&T operation center @awNJersey began to
suddenly displayed linesstretching from one switch to another,
cascading across the wall. The entire country was sovered in a series
of red lines representingwitches that were now offline

* Only 50% of calls placed through AT&T were connegtihe other half
heard a prerecorded message sayigrry, all circuits are busy noWw

* The network remained down until a team of 100 tedeye technicians
discovered and corrected the problem at 11:30nilyét.

* AT&T carried 70% of the nation’s telephone traffauting over 115
million telephone calls on an average day
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ATIT Network Outage, January 1990 (2)
1 While (ring receive buffer | empty and side buffer | empty)
2
3 Initialize pointer to first message in side buffer or ring received buffer
4  Getacopy of buffer
3  Switch (message) {
6 Caseincoming message: if (sending switch = out of service)
7 {
8 if (ring write buffer = empty)
9 Send in service to states map manager;
10 Else |
11 Break; «— Bug!
12 H
13 Process incoming message, set up pointers to optional parameters
14 Break:
15 :
16 H
17 Do optional parameter work
18 }
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Outline
* What is regression testing?
* How to select a subset of tests for regressiomtgst
— Modification-based test selection
— Coverage-based test selection
a Test set minimization
o Test case prioritization
— Risk analysis-based test selection
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Static T Dynamic Slice
* A static slice for a given variable at a given statement contaihthe executable
statements thatould possibly affedthe value of this variable at the statement.
— Example: a static sliceeats an entire array as a single variable
— Advantage: easy to implement
— Disadvantage: can be unnecessarily large with tachncode
* A dynamic dlice can be considered as a refinement of the corresppsthtic
slice byexcluding those statements in the program thatoitnave an impact ¢’
the variables of interest.
— Different types of dynamic slices
— Example: a dynamic slice treatgery array element as a separate variable
— Advantage: size is much smaller
— Disadvantage: construction is in general time-corisg

® Static Slice: 1, 2, 4

* Dynamic Slice with respect to

variable x at line 4 for input (a=1y=3): 1, 4

3: else

:
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Execution Slice (1)

* An execution slicavith respect to a given test case contains thefset
code executed by this test.

* We can also represent an execution slice as & biaks, decisions, c-
uses, or p-uses, respectively, with respect tadneesponding block,
decision, c-use, or p-use coverage criterion

— —
10
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Execution Slice (2) -

* The dynamic slice with respect to the output vdeslincludes only those
statements that areot only executed but also have an impacthe program
output under that teg

* Since not all the statements executed might havmpact on the output variables,
an execution slice can be a super set of the gnetng dynamic slice
* No inclusion relationship between static and exeouslices

— The first statemensum = 0, will be included in the

it sum, min, count, average, N . R
s sum=0 execution slic@ith respect to min but not in the

min = -1, corresponding static slice (nor the dynamic slmedause
read(count); this statement does not affect the valuenof.
for {int 1= 1; 1 <= count; 1++) {
read{num};,
sun += num, — An execution slicean be constructed very easily if we
if (nusm < min) { know the coverage of the tdsgcause the execution slice
) fran = with respect to a test case can be obtained sibply
) converting the coverage data collected duringékértg
average = sumicount, into another format.e., instead of reporting the coverage
—> vatte(min); percentage, it reports which parts of the prograntefms of
write(average); basic blocks, decisions, c-uses, andp-uses) are covered
i ]
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An Example (1)
. ]

Which tests should be re-executed?

Test case Input Output

a b c class area
T 2 2 2 equilateral  1.73
T, 4 4 3 isosceles 5.56
T, 5 4 3 right 6.00
Ty 6 5 4 scalene 9.92
Ts 3 3 3 equilateral  3.90
Ts 4 3 3 scalsne 4.47

Failztre/

Quiz: Should T, be selected?
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An Eycamf[e (2)

-
A patch is installed
read (a, b, ¢);
class = scalene;
ifa=bllb=c
class = isosceles;
if a¥a =b*b + c*c
class = right;
ifa=b&&b=c
class = equilateral;
case class of
right Tarea=b*c/2;
equilateral : area = a*a * sqrt(3)/4;
otherwise : s = (a+b+c)/2;
area = sqri(s*(s-a)*(s-b)*(s-c));
end;
write(class, area);
- N ]
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An Example (3)
. ]

Execution Slice w.r.t. the Successful Test,F (4 4 3)

read {a, b, c);

Patch is outside
the execution slice!

class = right;
g T T
class = equilateral;
case class of
right : area=b*c/2;

end;
write(class, area);

Quiz: Should T, be selected?
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An Eycamf&e (4) -

Execution Slice w.r.t. the Successful Test,F (6 5 4)

read (a, b, ¢);
class = scalene;
ifa=b|
class =isosceles;
ifata=b"b +c*c
class = right;
ifa=b&&b=c
class = equilateral;
case class of
right s area=b7c/2;
equilateral : area = a"a * sqri(3)/4;
otherwise : s = (a+b+c)/2;
area = sqrt{s*(s-a)*(s-b)*(s-c));

FPatch is in the
execution slice!

end:
write(class, area);

Quiz: Should T, be selected?
15
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An Examflé (5) :

Which tests should be re-executed? (cont'd)

Test case Input Output

a b ¢ class area

T 2 2 2 equilateral  1.73

T, 4 4 3 isosceles 5.56
o g e e
|6 5 4| scame oz

3 3 3 equilateral 3.90

T e

Passed!

Quiz: What if till too many tests?
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How to Select Regression Tests (1)

* Traditional approactselect all |(Too Expensive)

Newr test cases

Revalidare P ————w= Dolgasel e Mo . = Revalidate

TRegression Regression
testser T testserl

— The test-all approach is good when you want todvam that the new version
works on all tests developed for the previous wersi

— What if you only have limited resources to rundestd have to meet a
deadline?

* Those on which the new and the old progranusiuce different outputs
(Undecidable)
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How to Select Regression Tests (2)

Select a subseT(,) of the original test set such that successfutetien
of the modified codeR) againstT,,implies that all the functionality
carried over from the original code Ris still intact.

¢ Modification-based test selection
— Those whichexecute some modified code

a Still too many
a Need to further reduce the number of regressids tes

» Coverage-based test selection
— Those selected based oest Set Minimization and Test Case Prioritization

Boii away
Size

& Coverage — Same
& Size —— Reduced Significantly
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Three Attributes of a Test Set

Coverage

Size

faults than a smaller of equal coverage ?

lower coverage but the same size ?

its code coverage, and its fault detection effectass
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* |s a larger test set likely to be more effectiveamealing program

* Is a higher coverage test set likely to be moreatiffe than one of

* Need a better understanding of the relationshipranaotest set's size,

19

Coverage, Size, L Effectiveness

Higher coverage ——» Better fault detection

Bigger size = Better fault detection

Coverage and effectiveness are more correl

than size and effectiveness
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Is Test Set Minimization Affordable in Practice ?

* The minimization algorithm can be exponential inei
— Does not occur in our experience
a Some examples
» an object-oriented language compiler (100 KLOC)
> a provisioning application (353 KLOC) with 32K regsion tests
> a database application with 50 files (35 KLOC)
> a space application (10 KLOC)

— Stop after a pre-defined number of iterations

— Obtain an approximate solution by using a greedyiktc
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Greedy Algorithm for Test Set Minimization

* Select each test case whose coztris
— The complexity is order af wheren is the number of test cases

* For the remaining test cases
— If the minimized subset has the same coverageeasriinal test set, STOP
— Select the one that gives timeximal coverage increment per unit cost
— Add this test case to the minimized subset
— Go back to the beginning of this step
— The complexity for the worst case scenario is ocder
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Test Set Minimization (1)

Coverage & Cost per Test Case

T atac pl{ main.atac wc.atac wordcount.trace
cost ¥ blocks % decisions % C Uses % P Uses test
12¢ 63(35/51) 57{20/35) 43(39/9¢) €8(21/21) werdeount .1
50 16851 11¢4/35) 8(7790) 6(2731) wordeount..?
20 53(27/51) 19(1/ 735} 23021/90) H8{18/31) uwordcount .3
10 18(9/51) 11 (4/35) 9(3790) 13(4731) wordeount. .4
40 31(16/51) 26¢9/38 ) 18(16/90) 13(4/31) werdcount.b
60 69(35/51) 60(21/35) 52(47/90) 71(22/31) wordcount .6
80 14¢7/51) 11(4/35%) Fi{6/90) 627310 uerdcount .7
20 75¢36/51) 66¢23/35) 48(43/9¢0) 68(21/31) wardeount .8
75(38/51) 66(23/35) 480437907 €8(21/31) werdcount .9

I3 /3% /!
50 61(31/51) B0(21/35) 0(27/90)
50 61(21/51) B0(21/35} 20(27/00]
50 27(14/50) 20¢7/35) 16014/,90)
10 20010751 11¢b/3% ) 110107907
B0 RI(35/51) 60?1735} 41 (37/90)
20 L322/ /01 26(9/3%) 38(31/90)
150 69(35/51> 54(19/35} 4440790}
900 100513 100(35) 98 (BB/90)

Ik wardecount. .

61(19s31) uordeount .11
€1(19/21) werdeount 12
13¢4/31) wordcount . 13
6(2/31) werdcount .11
F1(22731) wordeount 15
92(10/31) wardcount .16
066(21,31) wordcounl. 17
100 (31) —= all —

coverage increment per cost = 38 blocks/1

— —
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Test Set Minimization (2)
—
Minimization w.r.t. Block Coverage
$ atac -M -mb main.atac wc.atac wordcount.trace
% blocks test
75038/51) wordcount..9
53(27/51) wordcount .3
20(10/51) wordcount..14
31¢16/51) wordcount .5
100(51) == all ==
$ atac -M -mb —q —K main.atac wc.atac wordcount.trace
cost % blocks test
(cum} {(cumulative)
10 75(38/51) wordcount .9
30 86(44/51) wordcount .3
70 94(48/51) wordcount .14
110 100 (51) wordcount .5
| |
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Test Set Minimization (3)

Minimization w.r.t. Block and Decision Coverage

$ atac

% blocks

-H -mbd main.otac wc.atac wordcount.tracc

% decisions test

75(38/51)
K3(27/51)
20(10/51)
B9(35/51)
B1(31s51)
14(7/51)
100(51)

$ atac

cost
Ccum)

66(23/35)
49(17/35)
14(5/35)
60(21/35)
60(21/35)
11(4735)

1004(35) == all

M owbd g

% blocks
(cumulative)

wordcount .9
wordcount..3
wordcount .14
wordcount .15
wordcount .12
wordcount..7

K main.atac wc.atac werdcount.trace

% decisions
(cumulative)

test

75(38/51)
86¢44/51)
94¢48/51)
98(50/51)
100(51>
100¢51>

66(23/35)
77(27/35)
83(29/3%)
91(32/35)
97(34/35)
100:(35)

wordcount .9
wordcount .3
wordcounl .14
wordcount.15
wordcount..12
wordcount..7

o — —
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Test Set Minimization (4)

* Sort test cases in order of increasing cost peitiaddl coverage

File Tool oOptions Summary TestCases Update GoBack Help
_| function_entry W block _| decision _| ¢c_use _| p_use Disable Minimize,in‘
cumulative coverage summary by testcase over selected goverage types
XI HO2.1 43 of 112 38.45%)
| TO7.1 54 of 112 48.2%
J HO1.1 64 of 112 57.1%
HO3.1 73 of 112 65.2%
T19.1 75 of 112 673
= 75 of 112 = Only 5 of the 62 test cases
T02.1 75 of 112 &7 are included in the minimized
8ol o oF 1P SR subset which has the same bld
o2 Do — coverage as the original test.s
TO6.1 75 of 112 67%
/ TO9.1 75 of 112 675%)
total 75 of 112 | 7%
ARegress | Tpme | mpame
B et L
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Test Set Minimization (5)
-
* How to guarantee theclusion of a certain test?
— Assign a veryow cost to that test
* How to guarantee thexclusion of a certain test?
— Assign a veryigh cost to that test
— Some tests might become obsolete when P is moddi€d
— Such tests should not be included in the regressibset.
N ]
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Test Set Minimization (6)
]
Include wordcount.10 in the Minimized Set
$ atactm — ‘ wordcount . trace
$ atac —M —mb main.atac wc.atac wordcount.trace
% blocks test
61(31/51) wordcount .10 5]
/L {38/51) wordcount .9
n3ICP7/H1) wordcount. .3
31C16/51) wordcount.S
20016/51) wordcount .14
100(51> = all ==
$ atac M —q —mb main.atac wc.atac wordcount.trace
% hlocks test
Ccumulative)
61¢31/51> wordcount .10 ]
B81CA3/51) wordcount.9
88 (45/51) wordcount .2
Y9448 /h1) wordcount b
100(51) wordcount. .14
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Test Set Minimization (7)

 —
Exclude wordcount.9 in the Minimized Set
$ atactm —n wordcount.9 —c 1900 wordcount.trace
$ atac -M —mb main.atac wc.atac wordcount.trace
% blocks test
75(38/51> wordcount .8
53(27/51)> wordcount .3
31(16/51> wordcount .5
2001051 wordcount .14
10051 == all ==
$ atac -M —q -mb main.atac uwc.atac wordcount.trace
% blocks test
(cumulative)
75(38/51) wordcount .8
86(44/51) wordcount .3
94(48/51) wordcount .5
100¢51) wordcount .14
—  —
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(8)

* |s it reasonable to apply coverage-based criteria fiter to reduce the
size of a test set ?

— Recall that coverage and effectiveness are morelated than size and
effectiveness

* Yes, itis
— Test cases that do not add coverage are likelg fadffective in revealing
more program faults
— Test set minimization can be used to reduce theataegression testing
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Test Case Prioritization (1)

-
* Sort test cases in orderiotreasing cost per additional coverage
* Select the first test case
* Repeat the above two steps untiest caseare selected
- N ]
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Test Case Prioritization (2)
]
* Individual decision coverage and cost per test case
¥ atac —-K -mnd main,atac wc,atac wordcount ,trace
cost & decizions  test
120 57420435 wordcount. . 1
510l 11¢d /352 wordcount. .2
20 49¢17 /353 wordcount. 3
10 11644352 wordcount .4
40 71¢25/35) wordcount 5
G0 E0C21/35% wordcount &
20 11¢d /352 wordcount. . 7
20 ER{23/35) wordcount. 8
10 ER(23/35) wordcount 9
70 E0C21/35) wordcount. , 10
50 E0L21/35% wordcount 11
50 E0C21/35) wordcount , 12
50 2007 /35) wordcount. . 13
40 14454353 wordcount. , 14
=10 BOCZ1/35) wordcount. , 15
20 2649/352 wordcount. , 16
150 54¢19/35 wordcount , 17
S00 100 (353 == zll =
N - ——
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Test Case Prioritization (3)

* Cumulativedecision coverage and cost per test case

¥ atac K —gq -md main,atac wo.atac wordcount ,trace

cost % decisions  test
{cum)  {cumulatived
120 57207257 wordcount . 1
170 EE(23/35) wordcount .2
190 FL(25/35) wordoount 2
200 FA26/25) wordcount. .4
240 86 (30357 wordocount 5
300 89{31/352 wordcount .6
380 91(32/35) wardsount . 7
400 973435 wordcount B
410 10035 wordcount 9
480 100357 wordzount , 10
530 100435 wordcount .11
580 10035 wordcount , 12
B30 100357 wordsount , 13
570 100¢25) wordcount. , 14
730 10035 wordcount , 15
750 100357 wordsount , 16
Q00 100¢35) wordcount. , 17
I -
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Test Case Prioritization (4)
-

* Prioritizedcumulative decision coverage and cost per test case

# gtac —& -md main.atac wo,atac wordoount,trace increasing order
cost ¥ deciszions  test .
{cum?  {cumulative? cost per additional coverag
10 BE{23/30) wordcount. .3 «—— 10/23=0.43
30 T727/35) wordoount. .3 «———— (30-10)/(27-23) =20/4 =5.00
40 B83(29/35) wordcournt. .4 «————  (40-30)/(29-27) =10/2 =5.00
B0 B89{31/30) wordcourt. .5 «———  (60-40)/(31-29) = 20/2 = 10.00
100 91{32/35) wordcount .5 «————  (100-60)/(32-31) = 40/1 = 40.0
140 94 {33435 wordcount., 14
200 97 (34/35) wordcount. , 15
280 100635 wordcount. 7
300 100(35) wordcount., 16
350 100435 wordcount. 2
400 100350 wordoount , 12
450 1006253 wordocount., 11
B0 100350 wordoount , 13
560 1006253 wordocount. &
&30 10035 wordoount , 10
750 100¢Z5 wordoount., 1
900 100350 wordcount , 17
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Mocﬁﬁcation—liasec[ Selection
followed by
Test Set Minimization

and/or

Test Case Prioritization

o — —
g —
Revalidare 7 &?gﬂﬁ' 555 P;[ ‘[’,MP’ ———®% Revalidate 7
Regression X
testset T This|ef-iize processing
can Frar s soon as F
is ayailable
This is the most
EXPENSIVE Step.
I -
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How to Select Regression Tests (4)_

—
Revalidate %?IE&SS. ise ?{,{ ‘(’,%J%fpa ——* Revalidate 7’
Newrtest cases
Regregon This|ef i ‘This infdrmati
testser T s|off-fine processing s infgrmation can
can prart as scon as & be collegred durin: iggsn;%n
is awailable program modification tes st
3 !
Record modified code @
cin T on 7, if
not been collecred
This 15 the most ¢ ‘
Tep. "o
FEPENSIVE SIED Construet T using
modificadon-based  |¢modification-based selecrion)
selection technique
— —
Reducing Cost of Regression Testing (© 2012 Professor W. Eric Wong, The University of Texas at Dallas) 37
— —
g A -
Revalidare & ?U?E‘E’fﬁ 555 P;[ ?,f,’fgp ———®% Revalidate 7
MNewr test cases
Regression Thislai . This infdrmatic
testset I s[off-iine processing s rmation can
can FLar 23 soon as £ be collegred during &géﬂn
is awailable program] modification et set
\ 4
Record modified code @?:ﬁ;g’ﬁ?;sﬁgs
= [g
g§ 8
IVg [;I
g %
s
=)
=
This is the most ¢ ‘ ; :
t TEp. . 2 =)
ERPESLTE SIED Construct 7~ using, i3] i3]
modification-based  modificarion-based selecdon) (Y
selection technigue Iz =
I T o o
bl Il
¥ ¥ £ g
5 E
Test set minimization on T ‘ Test set Prioritizationon 7" ‘ ] 2
i
E E
I -
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B el e
g C— —
Block/decision
minimized Planned Potential
Executed
Block
minimized
Non_invoking
Executed = Invoking U Non_invoking ' Dont’t_know
Potential = Planned - Executed
Possibly_invoking = Potential U Invoking U Don’t_know
— —
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How to Select Regression Tests (7)

* A complete approach selects all tests in ®lanned category

* A conservative approach excludes tests in then-invoking category
* An aggressive approach selects all tests in theoking category

* A very aggressive approach selects thtock/decision minimized subset
of thelnvoking category

* An extremely aggressive approach selects thitock minimized subset of
theInvoking category
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How to Select Regression Tests (8)

* We can also conduct regression test selection wlsingmic slicing

(instead of execution slicing).
* What are the advantages?

* What price do we have to pay for such advantages?

e |t is a trade-off decision!

—
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Risk Analysis-based Test Selection




Our Method

* Combiningdynamic testing effort such as code coverage and execution
counts withstatic complexity computed by using the internal and externa
metrics

— Fault-proneness of a module with high static coxipleshould be
appropriatelycalibratedbased on how much effort has been spent on testing

e Fault-proneness of a module =
f (inflows, outflows, fan-in, fan-out, .........
N

internal/external complexity metrics
#of decisions, # of def-uses, # of interface m#ant...
controIflow—/dataMion—based testing mesri

block coverage, decision coverage, execution counts)

dynamic testing effort
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Risk Analysis T Regression Test Selection

PART 1 PART 11

Java Byte Code Java Byte Code Java Executable  Regression
(Release i)  (Releasei+1) {a selected release) Tests

Parts | and Il need to be
performed between every two

L subsequent releases, but Part
only on some selected release
l to create an appropriate
i i baseline
Compls f h Compk it h . .
el Bciontaceot
(Release i) (Release i+1) each regression test

_ PART III

1. Java methods whose overall complexity changes are
among the top % whei compared with others *
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Rules of Thumb for Regression Test Selection

* Effectiveness
* Efficiency
* Tool-Support
 State-of-Art Research versus State-of-Practice fligales
Remember:
In testing, variation is good.
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Summary

* Regression testing is an essential phase of satpmaduct development.

¢ |n a situation where test resources are limiteddeatilines are to be met,
execution of all tests might not be feasible.

* One can make use of different techniques for sakpet subset of all tests
to reduce the time and cost for regression testing.
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