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Introduction

Ever since the stock-market crash of October 19, 1987 (the largest one-day percentage

decline since the Dow Jones stock market average was first published in the 19th cen-

tury), considerable attention has been paid to overall stock market volatility. Econo-

mists such as Shiller (1991) have argued that stock prices are far too volatile to be

explained by “fundamentals” such as earnings and dividends. Other analysts have

proposed transactions taxes to stabilize prices, and study groups have suggested trad-

ing halts, increased margin requirements, and limits on automated trading systems to

deal with a perceived problem of increased volatility1. The facts suggest, however, that

this attention has been misplaced. As shown first by Schwert (1990) and confirmed

here with updated figures, the volatility of the market as a whole has not increased.

What has received far less attention is the behavior of the volatility of individual

stocks. On theoretical grounds it is possible that the volatility of individual stocks

has increased while the volatility of the market as a whole has remained stable. In

this study, we show that the volatility of individual stocks has indeed increased over

the decades of the 1980s and 1990s. The total volatility for individual stocks and for

industry groups is decomposed into systematic volatility (arising from movements in

the market as a whole) and idiosyncratic volatility (arising from specific shocks). We

find clear evidence that idiosyncratic volatility has trended up. Moreover, we find from

cross-sectional regressions that volatility of individual stocks may be related to the

amount of institutional ownership.

One might reasonably wonder why idiosyncratic volatility should matter at all.

Conventional asset-pricing theory suggests that investors should ignore specific or idio-

syncratic risk completely. This is so because idiosyncratic volatility can be eliminated

in a well-diversified portfolio. In practice, it is suggested that by the time 20 stocks are

held, a portfolio will have achieved essentially “full diversification.” But we show that

as idiosyncratic volatility has increased, investors need to hold more assets to achieve

“full diversification.” This can have two effects. On the one hand, this could increase

the potential total transactions costs required to achieve adequate diversification. On

the other hand, those investors who were insufficiently diversified might feel the risk

of their portfolios has increased. Alternatively, even if increased idiosyncratic risk is

1See, for example, Summers and Summers (1989) and the Brady Commission Report (1989).
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completely washed out in the total portfolio, individual portfolio managers may still

feel a need to account for increases in the volatility of the component parts.

Correctly assessing the level and the persistence of volatility is also of great inter-

est to derivative traders. Moreover, interest in understanding time varying volatility

has encouraged a large literature based on ARCH and stochastic volatility models

(see Ghysels, Harvey, and Renault (1997), Bollerslev, Engle, and Nelson (1994), and

Bollerslev, Chou and Kroner (1992)). On the aggregate level, we have learned that

conditional volatility seems to be very persistent, i.e., a large volatility shock seems

to persist. Our emphasis in this paper is different. We focus on the level of volatility

not only at the market level but also at the individual industry and firm level. The

ARCH literature has provided us with an efficient way to estimate volatility. Because

of computational difficulties in dealing with individual stock returns, and supported

by Foster and Nelson’s (1996) results, we use a rolling method to estimate volatility

instead of the GARCH approach. We will show that any differences with the GARCH

approach are small2.

This paper is organized as follows. In Section 1 we present the basic decomposition

of volatility into its systematic and idiosyncratic components. Then we discuss the

data and the methodology employed. Section 2 presents our empirical results. First,

we update the Schwert (1990) study, confirming that the volatility of the stock market

as a whole has not increased over time. We then take a disaggregated look at stock

market volatility by examining the volatility of individual stocks and of industry group-

ings. Here we provide formal tests showing that idiosyncratic volatility has exhibited

an upward trend in recent years. In Section 3, we provide alternative indirect evidence

of increased idiosyncratic volatility. Here we show that the number of stocks needed

to achieve a certain level of diversification has grown over time. Section 4 investigates

the relation between the volatility of individual stocks and the proportion of institu-

tional ownership. In Section 5, we examine some factors that may have influenced the

apparent increase in idiosyncratic volatility. Section 6 presents concluding comments.

2Also related to our work is the article by Braun, Nelson, and Sunier (1995). Although they
investigated the volatility issue from both market component and industry specific component, their
emphasis is on the predictive asymmetry in both conditional volatilities and conditional beta estimates.
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1 The Data and Methodology

Most of the time series data used in this study are constructed from the 1997 version of

the CRSP (Center for Research in Security Prices) tape. Data measuring daily returns

are available from January 1, 1963 to December 31, 1997, and monthly returns are

available from January 1926 to December 1997. As is now common in the literature,

we separate our monthly sample into two sub-samples, the pre WWII sub-sample and

the post WWII sub-sample. Because of the change in the interest-rate regime following

the Accord of the Treasury and Federal Reserve in 1951, our post WWII sub-sample

starts in January 1952 (see Campbell (1991)). In our analysis, both exchange traded

stocks (New York Stock Exchange (NYSE) and American Stock Exchange (AMEX))

and the NASDAQ data file are used. In principle, we could study the individual

securities within the S&P 500 index, yet we would have to know the composition of

the stocks in the S&P 500 index portfolio each year. Instead, we study a so called

simulated “S&P 500” index series, which is constructed by value weighing the largest

500 stocks in our sample. We also take returns for the actual S&P 500 index series

directly from CRSP data file. There are hardly any differences between these two

indices in terms of their composition and their calculated volatility, which is the major

concern of this study3.

1.1 Measuring Idiosyncratic Volatility

In general, the return for each stock Ri,t can be written as the sum of its system-

atic component Rs
i,t, and its idiosyncratic component ri,t. Its corresponding volatility

can also be decomposed into two components: systematic volatility and idiosyncratic

volatility. Furthermore, we shall define the market portfolio as a value weighted port-

folio of N stocks, and its return will be defined as RM
t =

∑N
i=1 wiRi,t, where the wi

represent the weights of each stock in the index, with
∑N

i=1 wi = 1. In the case where

the systematic element of a security’s return, Rs
i,t, is simply the market return, RM

t ,

we have the following relationship,

V ar(Ri,t) = V ar(RM
t ) + V ar(ri,t) + 2Cov(RM

t , ri,t), (1)

3The correlation between the returns of the two series for the postwar period is .983.
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and because, by definition Cov(RM
t , ri,t) = 0 obtains, the following cross-sectional

weighted sum,
N∑

i=1

wiV ar(Ri,t) = V ar(RM
t ) +

N∑
i=1

wiV ar(ri,t). (2)

Equation (2) suggests that the value-weighted aggregate volatility of individual stocks

consists of the volatility imparted by movements in the broad market index and aggre-

gate idiosyncratic volatility. While all the volatilities we have used are unconditional

volatilities, under the common information assumption the decomposition in equation

(2) also holds for conditional variances, namely:

N∑
i=1

wiV art(Ri,t) = V art(R
M
t ) +

N∑
i=1

wiV art(ri,t). (3)

Here V art(.) denotes the variance conditioning on the information available at time

t. This equation provides a simple and feasible approach to calculate conditional

aggregate idiosyncratic volatility4. Based on relationship (3), we can construct an

estimator for aggregate idiosyncratic volatility v̂2
I,t as,

v̂2
I,t = v̂2

A,t − v̂2
M,t, (4)

where v̂2
A,t =

∑N
i=1 wi

ˆV art(Ri,t) is the conditional aggregate volatility calculated from

the value weighting of estimates of each individual stock’s conditional variance. v̂M,t =
ˆV art(R

M
t ) is the estimated conditional volatility of market returns. This estimator

will be used throughout the paper. Under the previous assumptions, equation (4) is

an exact relationship if v̂2
A,t and v̂2

M,t are unbiased.

The conditional volatility for each underlying security (or a market index) can

be estimated using the standard deviation of the stock’s periodic returns. However,

since volatilities are persistent as we have learned from the ARCH literature, such

an estimator of volatility will be biased and inefficient as show by Chou (1988). In

principle, one should adopt a GARCH type of volatility estimator. Because of the

computational intensity of such an estimator, this strategy was not feasible in our study

4Alternatively, we could first estimate the idiosyncratic returns of individual stocks based on some
asset pricing model such as the CAPM model. Using these estimated idiosyncratic returns, we could
then calculate the idiosyncratic volatility of each security. Finally, by value weighting, we could
estimate the aggregate idiosyncratic volatility. This measure is very close to our measure of aggregate
idiosyncratic volatility with a correlation coefficient of 96% as shown in Figure 4 below.
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where we focus on individual securities. Instead, we use rolling regression estimators

with window length τ , namely

ˆV art(R
M
t ) =

τ∑
k=1

ωk(R
M
t+1−k − µM

t )2, (5)

ˆV art(Ri,t) =
τ∑

k=1

ωk(Ri,t+1−k − µi,t)
2, (6)

where µM
t =

∑τ
k=1 ωkR

M
t+1−k and µi,t =

∑τ
k=1 ωkRi,t+1−k. Using these estimators of

conditional volatility, equation (3) may not hold if past RM helps to predict current

ri and vice versa. Fortunately this is not the case here since ri is an idiosyncratic

return. The weights ωk decline geometrically with
∑τ

k=1 ωi = 1, and τ represents

the window length. Although our emphasis is not on the persistence of volatility, we

want to estimate volatility as accurately as possible. Obviously both the level and

the persistence depend on the weights and the window length, which can be optimally

determined using the method proposed by Foster and Nelson (1996). We performed

the simulations described below to determine the weights and window length.

1.2 Rolling Methods of Estimating Volatility Compared with
GARCH Techniques

Since volatilities are unobservable, all the statistical inferences concerning the char-

acteristics of volatilities have to be based on volatility estimates. As a result, biases

may exit as suggested by Ghyseis and Perron (1993). Monte Carlo simulations are

needed to assess the efficiency of various volatility estimators. Suppose the data gener-

ating process for volatility is a GARCH(1,1) process. In principle, GARCH estimators

are infinite rolling regression estimators. In practice, we investigate a finite rolling

estimator with geometrically declining weights of ρk, which we call the first type of

geometric weights. We also study a second type of geometrically declining weights

(e−αk) proposed by Foster and Nelson (1996)5. Foster and Nelson have also suggested

that optimal α and τ have a relationship of τ/α =
√

3.

We have estimated a GARCH(1,1) model of the form ht = κ + δht−1 + φ(rt−1−µ)2

for the value weighted monthly NYSE/AMEX/NASDAQ index return rt during the

5Two sided rolling regressions maybe optimal in maintaining the persistence of volatility, but they
do poorly in detecting a time trend. Therefore, only a one sided rolling regression has been employed.
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period of 1952 to 1997. We obtain the following parameter values: κ = 0.9348× 10−4,

δ = 0.8586, φ = 0.0880, and µ = .0107, which implies an unconditional monthly

standard deviation of 4.18%. Based on these estimates, we generate stock return data

over the same time horizon with an added time trend in the volatility, i.e.,

Rt = ut (7)

ut =
√

htνt (8)

where,

νt N(0, 1) (9)

ht = κ + γt + δht−1 + φu2
t−1. (10)

To be comparable with average trend found in our empirical study, we set γ = 2×10−6.

Since equation (10) can be rewritten as,

ht = κ + γt + (δ + φ)ht−1 + ξt, (11)

ξt = φht−1(ν
2
t−1 − 1).

An OLS regression will not be efficient because there are heteroscedastic residuals.

Therefore, a generalized least squares regression should be employed. Fortunately, the

residuals and the regressor are independent. We can use weighted least squares with

weights of
√

ht−1. But since Canjels and Watson (1997) have shown that the t− ratio on

γ estimator will not have the right size, further investigation on critical values and bias

involved in connection with our particular problem is warranted. We have therefore

performed simulations with 5000 replications for a sample size of 50%, 100%, 150%

200%, and 400% of 552, which corresponds to the number of months in our empirical

study. Furthermore, for each sample size, we set the persistence parameter θ = δ + φ

to be 90%, 92.5%, 95% 97.5%, 100%, and 102.5% of that estimated from the composite

index returns6. Table 1 shows that, on the one hand, when the true persistence is high

the slope coefficient on the linear trend γ is biased upward even with a large sample7.

The bias disappears, however, when persistence is less than .9 with a sample size of

over 2000. On the other hand, the persistence estimates are biased downwards and are

largely dependent on the sample size. We have also tabulated the t values necessary

for rejecting the hypothesis of a zero trend in Table 1. In general, these are larger than

the conventional t−ratios but they tend to be very close for large samples.
6κ is also set so that the unconditional volatility is fixed at 4.18%.
7Results are much worse if simple OLS estimators are used.
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Insert Table 1

The above simulations suggest that there will be an upward bias in the GLS esti-

mator of γ̂ even if we know the true volatility. We estimate the unobserved volatilities

using rolling regressions. Similar simulations are conducted in order to determine the

best structure for the rolling estimator. In particular, we use a sample size of 552 with

ρ = .8, .85, .9, .95 and with window lengths of 12 and 24 respectively for the first type

of geometric weights. We have also tried the second type of geometric weights with

window lengths τ = 6, 12, 18, 24. An AR(1) model with trend similar to equation (11)

is then fitted to each estimated volatility series using a GLS procedure. We report the

distributions for the γ̂ estimator and the θ̂ estimator in Table 2. Generally speaking

the γ̂ estimator can be biased either upward or downward. At a high persistence level,

the first type of weights with window length of 12 seems to induce more upward bias

than that of window length 24 which is more conservative at a low persistence level.

We thus choose window length of 24 for the first type of weight. Furthermore, we use

ρ = .90 since it produces almost no bias at a high persistence level and is very con-

servative at a low persistence level. However, it seems that the persistence estimator

θ̂ is biased upwards most of time. Therefore, a second type of geometric weights with

and τ = 12 are used. This particular weighting scheme works best in terms of pre-

serving persistency even though it is biased upward when the true volatility is highly

persistent. In order to balance the two, both types of weighting schemes are used in

our empirical study.

Insert Table 2

Due to the persistence of volatility, the conventional critical value for a t−test will

not have the right size using GLS. Therefore, for our sample size (T=552), we have

computed critical values at different significance for volatility with different persistence.

Table 3 reports these critical values using the first type of weights with ρ = 0.85 and

ρ = 0.90 as well as using the second type of weights with τ = 12 and τ = 18. In

general, the critical values are larger using the second type of weights with τ = 12 than

the conventional level as well as the values under the first type of weights with ρ = .9.

It is also interesting to note that when volatilities are less persistent, the critical value

using first type of weights with ρ = .9 is a little smaller than that of the conventional

level. This may be due to the fact that this type of estimator is very conservative.
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Insert Table 3

1.3 A discussion on the general return structure

The decomposition in equation (4) is not exact for more complex models of systematic

return but is a good approximation for the cases considered. For example, in the case

where the systematic return Rs
i,t is a function of the market return RM

t , the Capital

Asset Pricing Model (CAPM) holds. The systematic return can then be expressed as

βiR
M
t + (1 − βi)R

f
t , where Rf

t is the risk-free rate. Similar to equation (1), we have

the following,

V ar(Ri,t) = β2
i V ar(RM

t ) + V ar(ri,t) + (1− βi)
2V ar(Rf

t ) + 2βi(1− βi)Cov(RM
t , Rf

t ),(12)

Taking weighted sums across individual stocks yields:

N∑
i=1

wiV ar(Ri,t) = β̂2V ar(RM
t ) +

N∑
i=1

wiV ar(ri,t) (13)

+(β̂2 − 1)[V ar(Rf
t )− 2Cov(RM

t , Rf
t )]

because
∑N

i=1 wiβI = 1 and β̂2 =
∑N

i=1 wiβ
2
i . Here again one can replace unconditional

second moments by conditional ones if the common information restriction holds. How-

ever, as Campbell (1993) has shown, past Rf may help to predict RM and we do not

take such a relationship into account in the computation of conditional variances. Be-

cause the predictability is weak, however, the problem of incorrect use of univariate

information sets is likely to be small.

Since the risk-free rate, Rf
t , is reasonably stable relative to the market return, RM

t ,

the last term in equation (14) is negligible and can be ignored. Therefore, the aggregate

conditional volatility can be rewritten as,

v2
A,t ≈ β̂2v2

M,t + v2
I,t. (14)

When we use equation (3) to estimate aggregate idiosyncratic volatility, vI,t, the volatil-

ity estimate will be biased by (β̂2−1)v2
M,t. If, as an approximation, we treat the weights

wi as some probability measure, then β̂2 − 1 is the variance of βi. In this case, the

volatility measure will be biased upwards. However, the estimated bias is likely to be
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small, in the neighborhood of 4% to 5% of the market volatility8. Furthermore, if the

market volatility is stable, as we shall show it is, the bias will have little effect on the

magnitude of the trend over time since all the volatility estimates will suffer the same

degree of bias. Moreover, the empirical evidence of little correlation between v̂2
I,t and

v2
M,t also suggests that the bias is likely to be quite small 9.

Under other models of systematic returns, our estimator of idiosyncratic volatility

given by equation (3) is likely to be reasonable. In the framework of APT, for example,

with k independent factors, the following relationship can be derived,

N∑
i=1

wiV ar(Ri,t) = β̂2V ar(RM
t ) +

N∑
i=1

wiV ar(ri,t) (15)

+
k∑

j=1

Vβj
V ar(R

Fj

t − Rf
t )

where Vβj
=

∑N
i=1 wi(β

2
i,j − β̄j), β̄j =

∑N
i=1 wiβi,j, and R

Fj

t is return on factor j. There-

fore, the bias depends on both variations in betas and volatilities in excess factor

returns. Relatively speaking, it is the first factor that captures most of the variations

in returns if factor analysis is used. The variations in betas should be relatively small

except for the first factor. Therefore, the same argument we have applied in the case

of CAPM can be used in assessing the approximation error.

Although our aggregate idiosyncratic volatility decomposition is an aproximation,

it is reasonably insensitive to model specifications. As a practical matter, even if one

accepts the CAPM model, it is difficult to estimate an individual stock’s beta over

a short period of time. Such beta estimates are critical in computing idiosyncratic

volatility under the CAPM framework. Our method allows us to avoid specific issues

concerning any particular model and it is also computationally efficient.

8These bias estimates are based on the construction of 100 portfolios of the type used by Fama
and French (1988) over our sample period.

9Schwert and Seguin (1990) have shown that the cross-sectional dispersion in betas is correlated
with the level of market volatility. This conclusion is reached by comparing an equally weighted group
of small stock portfolios with an equally weighted group of large stock portfolios. However, we have
used value weighting in this study. Furthermore, by examining their Figure 2, one can see that the
large dispersion in betas is much more significant for small stocks than for large stocks.
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1.4 Testing volatility trend

In the following section of the study, we will ask three types of questions. First, have

average volatility levels in different periods differed significantly from each other? In

order to answer this question, a simple mean’s test will be employed based on conven-

tional volatility estimates10. Secondly, when there is a noticeable trend in volatility,

especially for the post war period, we will study the characteristics of this trend. This

issue will be investigated by fitting an AR(p) model with a time trend. As previous

work has suggested, volatility is very persistent and does not behave as a random walk

process. If we simply fit a time trend to a finite sample, some of the persistency will

translate into the time trend even if there is no time trend under the null hypothesis.

Here, we adopt two types of tests. If we believe the volatility is truly generated by a

GARCH model, based on the discussion of section 1.2, we can estimate the following

model using GLS,11,

vt = µ + ρvt−1 + γt + α1∆vt−1 + · · ·+ αp∆vt−p + εt . (16)

In this case, the null hypothesis is that γ ≥ 0. Alternatively, under a general structure

of volatility, we can examine if trends exist in the framework of unit root tests12.

As shown in econometrics literature (see Canjels and Watson (1997) and Vogelsang

(1998)), one can not use the conventional t statistics for testing the significance of a

trend in such framework. Instead, we will apply Vogelsang’s (1998) Wald type of tests

based on the following model,

vt = µ + ρvt−1 + ut (17)

ut = αut−1 + d(L)et,

together with some initial conditions and d(L) =
∑∞

i=0 diL
i. These tests are robust

to both I(0) and I(1) errors. However, since we do not believe volatility should follow

a random walk (i.e., an I(1)) process as a prior, we use t − PW 1 test to preserve

the best power13. In particular, we construct a corresponding 90% confidence interval

10By conventional estimates we mean the sample variance estimates based on monthly data.
11This is in the spirit of an augmented Dickey-Fuller regression to allow for the general structure of

correlations.
12Due to the non-negativity of volatility, we will use a log volatility measure.
13Vogelsang’s (1998) provided a detailed discussion on the power of the test. We are indebted to

Vogelsang for supplying the GAUSS code of the test.
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of a linear trend on the logarithm of volatility. Stated in another way, we can say

that there is positive growth in volatility if the confidence interval is on the positive

orthoaxis. Finally, we will ask if the characteristics of market volatility are different

from individual level volatility. Our particular interest is to study the behavior of

idiosyncratic volatility over time.

2 The Empirical Results

In this section, we first examine the volatility of stock prices (returns) for the over-

all market using alternative market indices. Then we will investigate the behavior

of volatility with a disaggregated approach. This is accomplished by looking at the

volatilities of the most volatile stocks during each period; by examining the volatility

characteristics of the individual stocks in the market index portfolio over time; and by

studying the volatility characteristics of major industry portfolios.

2.1 The Evidence on Overall Stock Market Volatility

The evidence does not support the popular belief that the market as a whole has be-

come increasingly volatile. The remarkable fact, first documented by Schwert (1991)

and updated in the graphs in Figure 1, is that overall stock market volatility has shown

no tendency to increase in recent years. To be sure there have been recent episodes of

increased volatility, but they have not persisted. Moreover, there is no evident tendency

for market volatility to have increased in recent years with the increased institutional-

ization of the market and with the tremendous growth in derivative markets over the

past two decades.

Insert Figure 1

We have plotted in Figure 1 the volatility series for the the value weighted NYSE

/AMEX/NASDAQ composite index for the period 1926 through 1997, calculated from

monthly return data14. The figures show the huge spike in volatility during the late
14We have used the conventional measure of volatility here in order to be comparable with previous

studies. The volatility plot for the Standard and Poor’s 500 Stock Index is almost identical to Figure
1.
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1920s and 1930s as well as the higher levels of volatility during the oil and food shocks

of the 1970s and the stock market crash of 1987. In general, however, there is no

discernable trend in market volatility for either the S&P 500 series or for the value

weighted NYSE/AMEX/NASDAQ composite index. Moreover, the average annual

volatility for the 1990-1997 is 11%, which is lower than that for either the 1970s’

(14%) or the 1980s’ (16%). Similarly, from formal statistical analysis, we can draw

two conclusions. First, using a means test, we can state unambiguously that stock

market volatility over the past half century (about 13% per year) is lower than it was

during the time period of the Great Depression of the 1930s and WWII (about 23%).

We can also reject, at a 5% level, the hypothesis of equal means in volatilities for the

two periods (1926-1951 vs. 1952-1997), in favor of the alternative hypothesis that the

volatility in the early period is larger than that of the later period15. Therefore, the

interesting question to ask is that if there is any pattern in the volatility series during

the postwar period.

Insert Figure 2 and Table 4

The dashed line in the top panel of Figure 2 shows the volatility estimates computed

from monthly simulated S&P500 Index returns for the postwar period (1952 through

1997) using the rolling regression method described in the previous section. Here the

sharp spike in volatility during the 1987 stock market crash is evident, but we see

that volatility quickly receded. Performing a trend test on both the S&P 500 and

NYSE/AMEX/NASDAQ volatility series, we can reject the hypothesis that there are

time trends in either volatility series. In fact, Table 4 shows that the trend coefficients

γ are not close to being significant using the critical value in Table 3. Furthermore, the

robust confidence interval ranges from−.04% to .19% for S&P 500 index volatility. The

conclusion that a trend does not exist is therefore very robust whether we use the first

type or the second type geometric weights. Without a trend, we can test the unit root

hypothesis. Both the augmented Dicky-Fuller test and the augmented Dicky-Fuller

t type test strongly reject the hypothesis that the volatility series of S&P500 (and

NYSE/AMEX/NASDAQ) returns follow a random walk process, which reconfirms our

belief that a unit root process can not be imbedded in the volatility process. The

15If we simply split the sample evenly (1926-1961 vs. 1962-1997), the conclusion that market
volatility has declined continues to hold.
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series is fairly persistent since the autoregressive coefficient θ tends to be large (above

.9). Therefore, we conclude that both volatility series appear to be stationary and the

original findings of Schwert continue to hold into the 1990s.

2.2 The Volatility of Individual Stocks

The low volatility numbers for the market as a whole seem at odds with both popular

perception and casual empiricism. There appear to be obvious patterns of increasing

volatility for individual stocks. On any specific day, the most volatile individual stocks

move by extremely large percentages. It is not uncommon on a single trading day to

find that several stocks have changed in price by 25 percent or more. Indeed, price

changes of over 50 percent in a single day for some stocks (excluding new issues) are

not at all uncommon. It appears that when earnings of companies are reported that

differ slightly from the forecasts of Wall Street analysts, or when companies warn the

financial community that earnings may not meet forecasted levels, the market reaction

is immediate and usually substantial as institutional investors seem likely to interpret

the news in a similar fashion. The question remains whether such impressions from

casual empiricism can be documented rigorously and, if so, whether these patterns of

volatility for individual stocks are different from those existing in earlier periods.

Figure 3 measures the daily volatility (the standard deviation of daily returns)16

of the 20 stocks on the CRSP tape each month with the largest percentage price

fluctuations for that month during the period of 1963 to 1997. To put the volatility

numbers in perspective, we plot at the bottom of the graph five times the daily volatility

of the Standard and Poor’s 500 Index computed in the same way. Similar pictures are

drawn for the 50 most volatile stocks as well as the top 10 and 27 percent of stocks in

terms of measured volatility. As shown by Lys and Sabino (1992), the power of certain

tests is maximized in comparing the mean values in the extreme-ranked groups when

each group contains 27 percent of the sample. Just as one would expect, the most

volatile stocks display volatility many times that of the index. But what is striking

about the analysis is that when we plot the volatility of different groups of the most

volatile stocks over time, there does seem to be an upward drift not seen in the plot

16As discussed in the previous section, such a volatility measure is inefficient and underestimates
the persistence of volatility. We adopt such a measure here simply because it corresponds to the way
stock traders look at volatility and provides a useful summary descriptive statistic.
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of volatility for the market as a whole. Furthermore, by using a proportional measure

(such as top 10% or top 27%) we can guard against the possibility that our findings

showing increasing volatility are simply the result of an increased number of companies

in the sample17.

Insert Figure 3

It does appear that price changes for the most volatile stocks (which are typically

displayed in the financial pages of major newspapers) have increased in amplitude,

especially during the 1980s and 1990s. The upward trend in volatility for the most

volatile stocks is not due to the volatility persistency shown in our trend test, although

the autoregressive coefficients θ in Table 5 are all very large18. In all the four cases

shown, we reject the hypothesis of no deterministic trend in the volatility series at

about the 1% significance level using our t-type test based on GLS estimates. The

roubst 90% confidence intervals are well above zero. In particular, for the portfolio of

20 most volatile stocks, the standard deviation increases about 0.022%(= .0048
√

21) a

month, while the monthly growth rate of this volatility is about .3% over the 1963-1997

period. Although these numbers decrease when we include more stocks, as shown in

Table 5, they remain statistically significant in both tests.

Insert Table 5

We also looked at the other extreme and tested if there was any tendency for the

volatility of the least volatile stocks (measured either in number or in percentage) to

have increased over time. We found no trend in these volatility series. There has been

no tendency for the most stable stocks to exhibit increasing or decreasing volatility

over time.

It is interesting to ask why the most volatile stocks have become more volatile

in recent years. In addition to the institutional factors which will be discussed in

section 5, an additional factor may be associated with this phenomenon. During the

17One might argue that if volatility is drawn from some fixed distribution and we increase the
number of draws over time, the upper tail will be more volatile just for this reason.

18In addition to AIC and BIC criteria, we use twelve lags in the times series model to account for
possible seasonality.
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1980s there was a tendency to break up many of the conglomerates that had been

put together in earlier decades. Large firms tend to be more stable than smaller firms

are. From a statistical point of view, when there are more firms with volatile returns

in the sample, the probability that we will observe large deviations from the mean

will increase. It might be conjectured, therefore, that our findings are an artifact of

the fact that over time our sample is likely to include an increasingly larger number

of small companies. The measured volatility of small-company stocks may be larger

either because of their small size or because of the larger bid-asked spreads associated

with such companies. We tested this hypothesis by examining our sample of most

volatile stocks to insure that the size characteristics of such stocks had not changed

over time. We found that the size of the “most volatile stocks,” however measured, has

not decreased over time. Moreover, the relative size of samples of various percentages

of the most volatile stocks, compared with the total market capitalization of all stocks,

has actually increased during recent periods. Thus, companies of constant absolute or

relative size have actually become more volatile over time.

2.3 The Volatility of the Individual Stocks in Major Market
Indies

The discussion in section 2.1 reveals that there has been no noticeable or measurable

upward drift in the volatility of either the Standard and Poor’s 500 Stock Index or the

NYSE/AMEX/NASDAQ composite index. Furthermore, on average, markets during

the pre war period were more volatile than those of post war period. In the analysis that

follows, we concentrate on the post WWII period. Here we look at the volatility of the

individual component stocks of both the S&P index and the NYSE/AMEX/NASDAQ

composite index. As was argued in section 2, our simulated S&P 500, i.e. the value

weighted 500 largest exchange traded stocks (in terms of their capitalization), approx-

imates the actual S&P 500 closely. Thus, we will assume that these 500 stocks, which

are rebalanced each year, is representative of the actual S&P 500 composition. In cal-

culating the aggregate volatility of the individual stocks in the index, we value weight

the volatilities of the 500 individual stocks. We call this number AV500. As proposed

in section 2, we then subtract the volatility of the calculated values of the index (that

is, the S&P 500 portfolio of stocks) to arrive at a measure of the differential volatility,

which we have shown well represents aggregate idiosyncratic volatility. We will do a
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similar decomposition for the composite NYSE/AMEX/NASDAQ index portfolio.

For illustrative purposes, we have displayed the volatility estimates for both S&P

500 and AV500 in the first plot of Figure 2 for monthly returns over the period from 1952

to 1997. These estimates are from rolling regressions with the second type geometric

weights described in section 2. While there is no observed trend in the S&P 500 series

as discussed before, the AV500 series seems to be increasing over time. A very similar

pattern exists for other index portfolios and using other weighting scheme. The trend

test results19 are summarized in Table 4. For S&P 500 series, none of the tests confirm a

deterministic time trend. However, for AV500 series, the GLS based t type of test shows

that a deterministic time trend is significant at a 10% level when using either the first

type or the second type geometric weights. At the same time, both robust confidence

intervals are above zero with a .09% growth rate of volatility. The conclusions are

much stronger for the aggregate volatility of the composite index portfolio using both

weighting schemes as shown in Table 4 under the “NYSE/AMEX/NASDAQ” column.

Furthermore the coefficient θ indicates that the aggregate volatilities are a little more

persistent than that of the volatilities computed from indexes. Overall, the evidence

indicates some increase over time in the volatility of the individual stocks relative to

the indexes.

The explanation for this finding lies in the behavior of idiosyncratic volatility. To

see this more clearly, we have plotted the aggregate idiosyncratic volatility estimates

for the S&P 500 index portfolio using the second type geometric weights in the second

half of Figure 2. We see visually that the idiosyncratic volatility appears to increase

over time. A similar pattern emerges for the composite index portfolio and using

different weighting schemes. As Table 4 indicates, the γ̂ trend estimates are very close

being significant at a 5% level with both first type and second type geometric weights.

The robust confidence interval is again above zeros with a slightly higher growth rate

in aggregate idiosyncratic volatility than that of aggregate volatility. Therefore, a

linear time trend is acceptable. Table 4 also shows stronger results for the composite

(three exchanges) index portfolio. The corresponding γ estimates are significant at 1%

level. It is clear that the idiosyncratic volatility of individual stocks in the index has

increased. The idiosyncratic volatility series fluctuates along a rising time trend.

19Six lags are used in the time series model according to AIC and BIC criteria.
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Insert Figure 4

Certainly, our results depend on the way that idiosyncratic volatilities are con-

structed. But we have argued in section 1, our method of estimating idiosyncratic

volatility is fairly robust with respect to asset pricing models. We have plotted the

aggregate idiosyncratic volatility calculated from the CAPM residuals in Figure 4. In

particular, we estimate the volatility of the CAPM residuals using current and previous

eleven months return data20 for each of the largest 500 stocks. We then value weight

the squared CAPM residuals to construct aggregate idiosyncratic volatility. There is

an apparent upward trend in the volatility series. Furthermore, it is more persistent

than the one shown in the second half of Figure 2. In addition, we can reject a zero

time trend hypothesis at 5% level. The evidence further demonstrates the robustness

of our results.

Idiosyncratic volatility is precisely the kind of volatility that is uncorrelated across

stocks and thus is completely washed out in a well-diversified index portfolio. According

to the capital asset pricing model, such an increase in the idiosyncratic volatility should

not command an added risk premium on the market. Thus, while it is possible to argue

that the volatility of individual stocks has increased, as long as their systematic risk

remains unchanged, there should be no consequence for asset pricing, at least according

to the CAPM. However, even if the CAPM holds, we will show in section 3 that an

increase in idiosyncratic volatility will have an important effect on the number of

securities one must hold in a portfolio to achieve full diversification.

2.4 Analysis by Industry Portfolios

In the previous sections we have studied the volatility of stock returns by using data

on individual stocks. Here we will study the volatility structure of industry groups.

Campbell, Kim, and Lettau (1994), calculated market volatility by using the standard

deviation of market excess returns (the difference between the returns from the market

and the risk free rate) and volatility across industries by weighting squared residuals

from a regression of the excess returns from each industry portfolio on the excess

20This corresponds to the time interval used in estimating our measure of idiosyncratic volatility.
If two to five years of monthly data are used, the results are similar except the volatility series is
smoother.
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returns from the market index. Although the emphasis of the Campbell et. al. study

was on the lead-lag relationships between volatility and a variety of macro variables,

they did observe an increasing trend for volatility across industries. Therefore, it is

worth investigating the issue using our measures of volatility and performing a trend

test for variety of industry aggregates.

We constructed thirteen industry portfolios according to SIC codes for individual

stocks. The SIC classification scheme is identical to the one used by Ferson and Harvey

(1991) and Campbell (1993). The classified industries are: (1) petroleum, (2) finance

and real estate, (3) consumer durables, (4) basic industry, (5) food and tobacco, (6)

construction, (7) capital goods, (8) transportation, (9) utilities, (10) textiles, (11)

services, (12) leisure, and (13) all remaining industries. This classification captures

both diversity across industries in a broad sense and the common features for firms

within in each groups.

Insert Figure 5

Figure 5 shows the behavior of volatility for one typical industry portfolio (capital

goods) using the second type geometric weights. Three kinds of volatility measures are

plotted on Figure 5. Industry volatility (INVOT) is calculated from a value-weighted

index of industry portfolio returns; Aggregate volatility of the individual stocks within

each industry (AGVOT) is calculated from value weighting the volatilities of each

stock; Idiosyncratic industry volatility (IDVOT) is calculated from the difference of

the above two volatility series. By examining the plot on the bottom panel of the

figure, we observe an apparent upward trend. The same visual conclusion is true for

10 of the 13 industries studied. Such characteristics are identical when using the first

type geometric weights. If there is no deterministic trend in a very persistent series, it

may still be possible to fit a deterministic trend to the finite sample realized from the

process. Therefore, we need to control for persistence when testing a trend. In Table 6

we only show the GLS based t ratios and the robust confidence intervals for the trend

coefficient γ. To check for the robustness of our findings, we have listed the results for

both weighting schemes.

Insert Table 6
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For the industry (INVOT) series, we find no evidence of a deterministic trend except

for one or two cases. We reach this conclusion by examining the confidence intervals

and the GLS t ratios. Therefore, similar to the overall market volatility, we believe that

the volatilities for most of the industry portfolios have been stable. There is, however,

a significant time trend for the textiles industry portfolio at 5% level when using the

second type geometric weights and at 10% level when using the first type geometric

weights, even though it is not the most volatile industry. For the food and tobacco

industry, a linear trend also appears to exist using the robust Wald test.

The results change when we examine the aggregate industry volatility (AGVOT)

series. Seven volatility series at a 5% significance level and two additional volatility

series at a 10% significance level exhibit a deterministic trend from a GLS t test.

The same results holds whether the volatilities are estimated using the first type or

the second type geometric weights. The results are somewhat weaker when we use

the robust Wald type of test. The robust confidence intervals shows there are six

industries that exhibit a significant trend for both types of weights. They are consumer

durable (the third) industry, basic (the fourth) industry , construction (the sixth)

industry, capital goods (the seventh) industry, utilities (the ninth) industry, and textiles

(the tenth) industry. Therefore, there is some evidence of increasing volatility for the

individual stocks within many of the industry portfolios.

The conclusion can be further supported by examining aggregate industry idiosyn-

cratic volatility (IDVOT). Nine out of thirteen industries have an increasing trend in

the IDVOT series at a 5% significance level or smaller under the second type geometric

weighting scheme. When using the first type geometric weights, eight exhibit a de-

terministic trend at a 5% significance level, and one at a 10% level using the GLS t

ratios. Among these industries, seven of them also are significant under a Wald type

of test. We conclude that idiosyncratic industry volatility is likely to have an upward

time trend.

2.5 The Correlation Structure

As discussed in the previous sections, the behavior of volatility for broad indexes, such

as the S&P 500 has been quite stable, while aggregate idiosyncratic volatilities appear

to have increased over time. The general conclusions hold even for the thirteen general
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industry groups. An implication of our finding is that one should be able to observe a

decreasing trend in the correlation among the returns for individual stocks over time.

This would allow the volatility of the market portfolio to remain the same even if there

is an increase in each individual stock’s volatility. Computationally, it is prohibitively

cumbersome to calculate the pair-wise correlations among each pair of stocks in the

NYSE/AMEX/NASDAQ universe21. Instead, we have sorted all the stocks on the

CRSP tape into ten portfolios by size and computed the pair-wise correlations among

stocks within each size portfolio. Such a design not only reduces the computational

burden by 90%, but also allows us to examine the correlation structure for each size

portfolio.

Insert Figure 6

Correlations among each pair of stocks within each size portfolio are computed using

the previous 12 months of returns at any point of time. An equal weighted average is

then calculated for each portfolio. The first half of Figure 6 shows the overall average

correlation across portfolios through time together with a five year moving average. It

does appear that there is a drop in the correlation coefficients from 1950s to 1990s.22

In order to examine the distribution patterns over time, we have also plotted the 25th

percentile, the median, and the 75th percentile of the average correlations in each size

portfolio (not shown here). In each plot, the pattern is similar to that of Figure 6. We

do observe, however, the decreasing trend is less obvious for large portfolios. It is also

the case that the level of correlation is lower for the smallest decile than for the largest

decile. The average mean of correlation for stocks in the smallest decile is about .25,

while that of the largest decile is about .35.

It is also the case that for the observed patterns in volatilities to hold, the coefficient

of determination from a market model has to drop. As an alternative, we have also

computed the R2 for each stock in each size portfolio23. The average R2s are show

in the second half of Figure 6 along with the five year moving average. Apparently,

21For 6000 stocks over 540 periods, there will be 10 billion correlations.
22Since correlations are likely to be constrained between 0 and 1, we are unable to perform a formal

test such as those discussed before.
23In order to be comparable with the horizon at which we compute volatility, we compute R2 over

twelve months.
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there is an even more persistent decreasing trend than was the case for the correlation

structure. On average, R2 is around .3. It is especially low for recent years.

3 Diversification and Idiosyncratic Volatility

Our general conclusion is that while market as a whole has been no more volatile

in recent decades, the idiosyncratic volatility of individual stocks has exhibited an

upward trend. Although this conclusion is dependent on the particular estimator we

have proposed in section 2, supporting evidence from the correlation structure points

in the same direction. We turn next to the question of whether there is any economic

significance of a rising trend in idiosyncratic volatility. In this section, we will look at

the relationship between idiosyncratic volatility and diversification.

Proposition In order to reach a certain level of diversification, the number of stocks

needed in a portfolio grows with an increase in overall idiosyncratic volatility.

Proof Denote Ri, RS,i, and RI,i as the return on stock i, the systematic return on the

stock, and the idiosyncratic return respectively. All the variables are stochastic. For an

equally weighted portfolio with N stocks, the portfolio return will be Rp = 1
N

∑N
i=1 Ri =

1
N

∑N
i=1 RS,i + 1

N

∑N
i=1 RI,i = RS,p + 1

N

∑N
i=1 RI,i. For simplicity, we assume that each

stock has the same idiosyncratic volatility σ2
I . Therefore, the portfolio volatility relative

to the systematic portfolio return RS,p can be expressed as the following conditional

variance,

V ar(Rp|Rs,p) = V ar(Rp −Rs,p) =
1

N
σ2

I .

Obviously, in order to achieve a certain level of diversification, that is, to reduce idiosyn-

cratic risk to a certain degree, we need more stocks in the portfolios when idiosyncratic

volatility increases. Q.E.D.

Intuitively, we are arguing that when idiosyncratic volatility increases, it becomes

more difficult to construct a portfolio that will diversify away all idiosyncratic risk and

bear only market risk. This conclusion is independent of the behavior of market risk.

This proposition has two important implications. First, most individual investors, who

face a wealth constraint and incur transaction costs, usually find difficult to hold a large
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number stocks in their portfolio24. Even though they may understand the principle of

diversification, they may not be able to eliminate idiosyncratic risk. Therefore, when

idiosyncratic volatility increases, the effective level of diversification of their portfolios

will decrease.

Second, this proposition provides an alternative approach to test the hypothesis of

an upward trend in idiosyncratic volatility over time. We can randomly form portfo-

lios with certain numbers of stocks and study the pattern of portfolio volatility relative

to market volatility over time. Specifically, starting 1952, for each year we randomly

select n stocks to form an n-stock portfolio (n = 2, · · · , 30) using the universe of all

NYSE/AMEX/NASDAQ traded stocks. The random selection for each n-stock port-

folio for any given year will be repeated until all the stocks have been chosen. We can

then consider the average volatility from these random samples as the volatility for the

n-stock portfolio. This process was repeated for all the 46 years ending in 1997 and for

forty-nine portfolios with 2, 3, · · ·, 50 stocks respectively.

Insert Figure 7

In the top half of Figure 7 we have plotted the idiosyncratic volatilities of portfolios

of various sizes over time. As expected, the volatilities of portfolios with fewer stocks

are much larger than those with a larger number of stocks. What is more interesting

is that for any given portfolio, the idiosyncratic volatility is smallest (and relatively

stable) during the first twelve year period (1952- 1963), while a persistently increasing

trend is apparent over the later periods. A simple means test among the three equally

separated periods confirms our casual empiricism. Once again, we have confirmed that

idiosyncratic volatility has increased from time to time.

This phenomenon can be further illustrated using a textbook style portfolio diver-

sification plot, which is shown in the bottom half of Figure 7. For each time period

(1952-1966, 1967-1981, and 1982-1997), we have plotted the relationship between the

average portfolio volatility and the number of stocks in the portfolio. The graph resem-

bles the conventional diversification diagram, except that there are distinct diversifica-

tion lines for different time period. The long dashed line represents the diversification

24Individuals may, of course, obtain adequate diversification through the purchase of mutual funds,
but this strategy also entails significant management fees and often sales charges.
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line for the most recent period. It is lies above the diversification lines for both the ’50s

and early ’60s (the first period) and the late ’60s and ’70s (the second period). The

differences are statistically significant25. The diversification line for the middle-period

also lies significantly above that of the first period.

We conclude that these indirect diversification tests also confirm our finding of

increasing idiosyncratic volatility over time. Furthermore, the popular assertion that

one needs only about 20 stocks to compose a fully diversified portfolio appears to be

somewhat dependent on the time period. With idiosyncratic volatility as high as recent

levels, a larger number of stocks will be required to wash away all idiosyncratic risk.

4 Institutional Ownership

As we will argue in the next section, an increase in the proportion of institutional

ownership of securities might be expected to contribute to an increase in stock market

volatility. It would be desirable to test this hypothesis directly using times series data

on institutional holdings. We obtained panel data on institutional ownership for each

stock in the S&P 500 index portfolio during an eight year period from 1989 to 1996.

We then examined if the degree of institutional ownership was related to the volatility

of individual stocks by testing for a positive cross-sectional relationship during each of

the eight years between the volatility of the stocks in the index and the percentage of

institutional ownership.

Here idiosyncratic volatility is calculated as the mean of the squared residuals of

daily returns over the fourth quarter of the year (which corresponds to the available

institutional holding data) from the CAPM model fitted to each stock26. Although

the logarithmic transformation of volatilities in the OLS regression reduces much of

the heteroscedasticity problem, residuals are still apparently positively skewed. Thus,

usual statistical inference will be invalid (see McDonald and Newey (1988)). We es-

timated all the models using a partially adaptive estimator developed in McDonald

25If returns are normally distributed, the volatility estimates will have a χ2 distribution. Therefore,
a ratio test between estimates of different periods will have a F distribution.

26Since we are interested in the idiosyncratic volatility of individual stocks, this measure is used
instead of the one suggested in section 2. Furthermore, in order to obtain stable beta estimates, daily
returns over the whole year are used in the estimation of the CAPM.
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and Xu (1995)27. Such an estimation technique not only nests the OLS method as a

special case but also allows skewed and leptokurtic residuals. The first eight equations

(Model I) in Table 7 show that, except for 1990, the logarithms of individual stocks’

idiosyncratic volatilities are positively and significantly (at 5% level or better) related

to the proportion of institutional ownership. The result is strongest for 1995. Malkiel

and Xu (1997) found that volatility is also likely to be negatively correlated with the

size of the company. When the R2 is small, the results may just reflect the size effect.

Therefore, we have also controlled for the size effect, where size is measured simply

as the log of the total capitalized value of each firm. The eight equations of Model

II in Table 7 suggest that the institutional ownership is still strongly related to the

idiosyncratic volatilities even after controlling for the size effect.

Insert Table 7

In order to provide a summary statistic for our panel data, we have also run a

pooling regression, where we pool all eight years of data together. As indicated in

Table 7, again we find strong evidence (now with zero p − values) that idiosyncratic

volatility is positively related to institutional ownership after controlling for the size

effect. The conclusion is further supported from evidence on pooled thirteen industry

portfolios shown in the last equation in Table 7. The R2 for the regression is as high

as 34%. When the size variable is also included, the R2 only increase to 38%. In other

words, it appears that individual stocks do tend to be more volatile relative to the

market, the greater is the percentage of these shares owned by institutions.

The contemporaneous relationship does not reveal causality. Fortunately, we are

able to investigate the direction of causality between ownership and idiosyncratic

volatility in the sense of Granger causality. In particular, we have estimated the fol-

lowing regression using the pooled industry portfolio data,

log(Vidio.,t) = −2.767 + .391log(Vidio.,t−1) + .0099Ownershipt−1 + êt R2 = .481

(0.455) (.0969) (.0026)

We reject the hypothesis that the lagged institutional ownership variable has no ex-

planatory power with an F statistics of 14.08. This means that increases in institutional
27Essentially, it is a maximum likelihood estimator based on the exponentially generalized beta

distribution of type two (EGB2).
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ownership Granger cause increases in the idiosyncratic volatility. Similarly, we can run

the following regression,

Ownershipt = 17.04 + .861Ownershipt−1 + .0261log(Vidio.,t−1) + êt R2 = .900

(7.158) (.0416) (.0152)

However, we fail to reject the hypothesis that the lagged volatility variable has no

explanatory power (F statistics of 2.93). In other words, Granger causality is not con-

firmed the other way around. Therefore, the evidence is consistent with our conjecture

that the institutionalization of the market may have played some role in increasing the

volatility of individual stocks.

5 What Might Explain Increasing Idiosyncratic Volatil-

ity?

Over the past two decades, the most significant changes in financial markets have

involved changes in information structure and in financial innovation. First, improve-

ments in both the speed and availability of information to stock market investors could

have increased the responsiveness of stock prices. Second, the rapid growth in the

share of assets held by institutional investors and their virtual domination of trading

volume could have an impact on the volatility of stock prices. Third, the growth of

derivative markets and other financial innovations may have an influence on stock mar-

ket volatility. Finally, changes in corporate debt levels may have affected stock market

volatility.

5.1 The role of information

The volume of information in the stock market and the speed at which it is dissemi-

nated can crucially affect the behavior of stock prices. When almost all investors receive

information simultaneously and act on it quickly, individual stock prices may become

more quickly responsive. Today, we live in an age where news is transmitted instantly,

and where the media tend to produce more news and perhaps even create it. Therefore,

news occurs more frequently, giving investors more chances to act. The technology of

26



communications has improved dramatically, and the firm-specific information is more

easily and readily available than before. News of changes in an investment firms ex-

pectations regarding the future earnings of particular companies are now transmitted

electronically to portfolio managers and individuals, who themselves can transmit buy

and sell orders electronically to the floors of the exchanges and to a variety of elec-

tronic trading networks. Firm-specific information tends to be uncoordinated so that

while individual firm volatility may increase, there should be little impact on overall

market volatility. The intertemporal dynamic model of Wang (1993) best illustrates

the conditions under which more information about the firm can lead to an increase in

its volatility.

5.2 The role of institutional trading

The stock market today is no longer a market of millions of individual investors whose

buy and sell decisions are often likely to be uncoordinated. Todays market is dominated

by institutions who get their news from the same sources, and who are often likely to

change their sentiment simultaneously about both individual stocks and the market as

a whole28. Table 8 presents some indices of growing institutional presence in the stock

market. The percentage of total equity held by institutions has increased seven-fold

since 1950, and the proportion of block trades (trades of over 10,000 shares, which

are almost exclusively executed by institutional investors) has climbed to over half of

total volume. Periodic surveys on the composition of traders on the New York Stock

Exchange has indicated that on selected days as much as 90 percent of the trading has

been generated by institutions (pension funds, mutual funds, etc.).

Turnover on the exchange has more than tripled since 1970. Moreover, when the

500 stocks in the S&P index were ranked by the percentage of institutional ownership

as of December 1997, each of the 50 stocks in the top decile had 80 percent or more

of their shares held by institutional investors. Institutional ownership for the median

stock in the index was 62.5 percent. Consequently, buying and selling is more likely

to be coordinated across institutions, and market prices may be more volatile and

more quickly responsive to new information or changes in risk perceptions. While

28To the extent that individuals do still participate in trading, they increasingly do so over the
internet and they tend to receive the same news simultaneously through electronic channels.
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institutional trading can affect both market- and firm-level volatility, we suggest that

institutional trading will have far greater impact on individual volatility since the

arrival of information on individual stocks is much more frequent. As shown in Section

4, the volatility of individual stocks does tend to be greater, the larger the proportion

of institutional ownership29.

Insert Table 8

5.3 Trading in derivative instruments and stock volatility

There has also been enormous technical change within the financial industry. For ex-

ample, a variety of derivative products, such as options and futures, are now available

that allow portfolio managers to alter the compositions of their portfolios with great

speed and at low cost. As argued by Ross (1977) and John (1983), options can com-

plete an otherwise incomplete market and can have a significant impact on the price

behavior of the underlying securities. Theoretically, however, the direction of impact

is ambiguous. For example, Grossman (1987) has demonstrated that the volatility of

stock prices can be substantially lower when real options are traded, since options are

not informationally redundant and they can make stocks sell at prices closer to their

fundamental values. Alternatively, Stein (1987) argued that introducing more specula-

tors into the market through options trading, for example, can lead to changes in the

information content of prices and can result in price destabilization.

Empirically, Nabor and Park (1988) have shown that optioned stocks, on average,

experience a statistically significant decline in volatility relative to the market as a

whole. Shastri, Sultan, and Tandon (1996) find similar evidence in the foreign ex-

change market. In fact, they provided evidence that the volatility of exchange rates

has decreased following the listing of options for a majority of the currencies. Thus,

we should treat the popular argument that the proliferation of derivative instruments

will lead to increased volatility with considerable suspicion.

29A similar argument concerning coordinated trading may apply to individual investors engaged in
“day trading” over the Internet who have tended to focus their trades on Internet-related companies.
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5.4 The leverage effect

According to the traditional capital structure theory, changes in corporate financial

structure will change the variability of stock returns (see Black (1977)). Since lever-

age tends to increase an individual stock’s Beta, we should find a positive association

between volatility and leverage when performing a cross-sectional investigation. More-

over, different patterns of economy-wide leverage during different periods could lead to

a positive relationship between volatility and leverage (see Shapiro (1988)). Volatility

during the great depression was at least three times higher than that during the 70’s

and 80’s, while leverage was twice as high in the earlier period. Even though the level

of leverage is relatively stable (and may have decreased a little) in recent history, such

contemporaneous relationship in the market component can still exist, which is the

finding of Braun, Nelson, and Sunier (1995). However, it is unclear that leverage will

have any impact on the non-market or idiosyncratic component of volatility as shown

by Braun, et. al. And we have seen in Section 2 that idiosyncratic volatility appeared

to increase during the 1990s, just as U.S. companies were deleveraging.

In conclusion, it would appear that changes in the volume and speed of information

dissemination and the increasing role of institutional investors are the most reason-

able explanations for the increase in the volatility of individual stocks that we have

documented in this paper.

6 Concluding Comments

We have examined several plausible reasons to believe that volatility in the stock market

should have increased over recent decades. Improvements in the speed and availability

of information, the growth in the proportion of trading done by institutional (and,

therefore, informed) investors, and new trading techniques all may have increased the

responsiveness of markets to changes in sentiment and to the arrival of new information.

The facts, however, at least with respect to the market as a whole, do not suggest that

volatility has increased. Except for episodic increases in volatility during Octobers of

1987 and 1989, the volatility of the market portfolio has actually decreased in recent

years. In this paper, however, we look not at the market portfolio but rather at

individual stocks and industry averages. By taking a disaggregated look at the volatility
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of stock prices, we reach a very different conclusion that volatility in the stock market

has in fact increased considerably during the past quarter century.

We find that the most volatile stocks each month (those with the largest percentage

change in total return for the month) display a pattern of increasing volatility over

time during the 25-year period from the late 1960s through the 1990s. This finding

is not an artifact of some differential character of the most volatile stocks over time,

such as a size effect. Moreover, our estimates of the idiosyncratic volatility of the 500

individual stocks in the market index (or all the stocks in our database) show a pattern

of increasing volatility. This volatility does not show up in the volatility of returns for

broad market indexes since it is diversified away in the market portfolio. Our findings

of an upward drift in volatility are confirmed by our trend tests of the volatility series.

Moreover, we find that volatility series for 13 industry portfolios generally display an

increasing trend as was the case for individual stocks. We also found cross-sectional

evidence supporting an association between institutional ownership and the volatility

of individual stocks.

In order to study the robustness of our finding of increasing idiosyncratic volatility,

we then approached the issue from both a correlation structure and a diversification

perspective. A stable market volatility and increasing idiosyncratic volatility is likely

to signal a decrease in the correlations among individual stocks. We examine the pair-

wise correlations within each of ten portfolios sorted by company size. The results

show that these correlations have tended to decrease over time, providing alternative

support for our conclusion. Furthermore, increased idiosyncratic volatility implies that

it is more difficult to diversify away idiosyncratic risk with a limited number of stocks

in a portfolio. We find that the volatility of randomly selected portfolios with fixed

numbers of stocks has increased significantly over time strongly suggesting an upward

trend in idiosyncratic volatility. If wealth constraints and transactions costs prevent

ordinary investors from diversifying fully, these investors will be forced to bear some

idiosyncratic risk. This would suggest a positive relationship between idiosyncratic

risk and required expected return, confirming the results of Malkiel and Xu (1997 and

1998).
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