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h DURING MANUFACTURING OF analog/RF integ-

rated circuits (ICs), every fabricated circuit is tested

against its design specifications in order to identify

devices that do not function properly due to manu-

facturing defects or excessive process variations.

However, expensive automated test equipment to-

gether with lengthy setup and test times for analog/

RF ICs result in excessive test costs, which comprise a

large percentage of the overall cost of producing

these devices. Thus, test cost reduction for analog/

RF ICs has been a topic of ongoing interest to the

semiconductor manufacturing industry.

Toward reducing the ex-

cessive cost of specification

testing in analog/RF cir-

cuits, a statistical intra-die

correlation approach, also

known as ‘‘alternate test,’’

has been proposed for ac-

curately testing analog/RF

devices without explicitly

measuring costly perfor-

mances. The underlying

principle is to approximate these performances

through correlation models based solely on low-

cost measurements [1]. Alternatively, as described in

[2], a machine-learning-based approach can be em-

ployed in order to learn classification boundaries

which separate passing and failing populations in a

multidimensional space of inexpensive measure-

ments. Along the same line, a defect-based test ap-

proach based on On-chip RF Built-in Tests (ORBiTs)

was proposed in [3] to reduce test cost in analog/RF

devices.

The aforementioned test methods leverage die-

level correlations in order to reduce test cost. Spe-

cifically, if malt denotes the low-cost measurement

vector and mper denotes the performances to be

predicted, they use a set of training samples to learn

the correlation function between malt and mper, de-

noted by f1, and thereby to predict performances on
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new devices with m0alt, as bmper ¼ f1ðm0altÞ. While this

approach achieves dramatic test cost reduction, it

comes at the cost of increased test escapes (TE) and

yield loss (YL).

Recently, the use of statistical correlation toward

reducing test cost based on wafer-level spatial

correlation modeling has also attracted interest. In

this case, costly specification tests are not complete-

ly eliminated. Instead, they are only performed on a

sparse subset of die on each wafer and, subsequent-

ly, used to build a spatial model f2, which is then

used to predict performances at unobserved die

locations: bmper ¼ f2ðxÞ, where x denotes the wafer’s

Cartesian coordinate x ¼ ½x; y�. Along these lines,

the expectation–maximization (EM) algorithm was

used in [4] to estimate spatial wafer measurements.

The virtual probe (VP) approach [5] modeled

spatial variation via a discrete cosine transform

(DCT), which projects spatial statistics into the

frequency domain. Similarly, Liu [6] laid the

groundwork for applying Gaussian process (GP)

models to spatial interpolation of semiconductor

data based on generalized least square fitting and a

structured correlation function. As recently shown

in [7], using such GP models can dramatically

improve both prediction accuracy and computa-

tional time, as compared to the VP model. In case

the spatial variation exhibits discontinuous effects

caused by multisite test environments, the approach

proposed in [8] can be used to solve the spatial

variation discontinuity problem by partitioning the

wafer into distinct regions and training spatial

correlation models in each individual region.

In this work, we investigate the potential of

combining these two statistical approaches, expect-

ing that the performance prediction accuracy of a

joint correlation model will surpass the accuracy of

its constituents. The proposed methodology, which

is introduced in the Proposed Approach section,

relies on a combined model for predicting perfor-

mances, which incorporates the predictive power of

both intra-die and inter-die correlations. In addition,

we also introduce a screening step in order to verify

that each of the constituent correlations truly exists.

Indeed, not all performances are adequately pre-

dictable by both approaches. In fact, using a poor

prediction model in the mix may not only fail to

improve the accuracy of the combined model, but it

might actually hurt it. Therefore, assessing effective-

ness of the constituent models prior to combining

them not only saves computation time but also

safeguards the quality of the combined prediction

model. The proposed approach is experimentally

assessed in the Experimental Results section, using

industrial semiconductor manufacturing data from

an RF device. The reported results corroborate our

expectation that when an RF measurement is

deemed predictable by both models, a combined

prediction model will significantly improve the

prediction accuracy over the constituent models.

Proposed approach

Overview
In this section, we describe in detail the

proposed methodology for combining die-level

(i.e., alternate test) and wafer-level (i.e., spatial

correlation) models for analog/RF test cost reduc-

tion. Figure 1 illustrates an overview of the method-

ology, which consists of two stages, namely training

and testing. Let bmper1 and bmper2 denote the estimated

performance by die-level model f1 and wafer-level

model f2, respectively. During the training stage, we

first learn f1 and f2 as explained in the previous

section and as depicted in Figure 1. Then, we assign

a weight wi to the ith model, i 2 f1; 2g, by solving

the following optimization problem:

minimizewkm�w � fTk (1)

where k � k denotes the L2-norm, w denotes the

weight vector of correlation functions w ¼ ½w1;w2�,
m denotes the measurement vector of n samples

used to assign the weights, and f denotes the vector

of considered correlation models f ¼ ½f1; f2�. In this

work, we propose to solve the optimization problem

in (1) using the ordinary least squares (OLS) meth-

od to learn the optimal weight vector bw. Once bw is

learned, we can readily predict values of perfor-

mances for untested die locations, as shown in the

lower part of Figure 1

bmcom ¼ w � fT (2)

where bmcom denotes the predicted performances by

the combined model. Thus, in order to obtain the

combined estimation on a particular die using (2),

we need to perform: 1) low-cost measurements on

the same die; and 2) specification tests on a sparse

set of other die on the same wafer. The approach

shown in (1) and (2) is, in essence, a regression

combination approach, which assigns a weight to
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each considered model accord-

ing to its performance, and pre-

dicts the final outcome using

the estimated weights. Various

methods to address this issue

have been proposed, including

Bayesian model averaging and

weighting based on bootstrap

or perturbation. However, com-

bining models may not always

provide improvement in the

prediction accuracy, especially

when a subset of models have

rather poor performances. To

avoid this problem, we adopt

the method proposed in [9],

which introduces a model

screening step. Such screening

narrows down the list of can-

didate models, not only for

saving computation time but

also for removing poor models

that would hurt the combined

estimator.

Model screening
As described previously,

introducing models with poor

performance in the combined

estimator could degrade the

quality of the final prediction.

Thus, it is important to evaluate

the performance of each model

before the combined estimator

is constructed and applied.

Yuan and Yang [9] proposed a

model screening step, which

narrows down the list of candi-

date models in the combined estimator. In this

section, we present the details of model screening

for each considered model.

Screening of alternate test model. The alternate

test model consists of predicting a high-cost speci-

fication test mper using low-cost alternate measure-

ments malt. As shown in [10], to assess the

effectiveness of the considered model, we can use

a holdout set S1 of n1 samples containing the speci-

fication test and the alternate measurement vector:

S1 ¼ fmðiÞalt;m
ðiÞ
perg, i ¼ 1; . . . ; n1. Then, we split S1 into

two equal sets S1t and S1v uniformly at random. The

regression model for alternate test f1ðmaltÞ is trained
using S1t and validated using S1v. Finally, we com-

pute the normalized root mean square (RMS) error

in the validation set S1v

"v ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn1
2

i¼1 bmperi �mperi

� �2
n1
2

vuut
rper

(3)

where rper denotes the variation range of mper in S1,

defined as rper ¼ maxðmperÞ �minðmperÞ, and bmperi

Figure 1. Proposed approach: combined die- and wafer-level
correlation models.
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is the estimated performance value for the ith device

in S1v.We set a threshold value �1 for the considered

performancemper, such that the alternate test model

is considered to be poor if �v > �1. Poor models are

then screened out in the combined estimator. Note

that, in case of process shifts, alternate test model

screening can be repeated periodically to monitor

the fitness of the model. An n-fold cross validation

can also be employed to accurately assess the error

incurred by applying the alternate test model and to

select �1 for a target error.

Screening of spatial model. The underlying ques-

tion of assessing the spatial model is whether a

systematic spatial correlation exists, or whether it is

dominated by random noise. In the latter case, the

performance cannot be predicted by a spatial corre-

lation model. In [10], existence of systematic spatial

correlation is assessed by computing the Pearson’s

correlation coefficient between two adjacent wafers,

assuming that systematic spatial patterns remain

similar across adjacently manufactured wafers.

However, this assumption may not hold true in the

presence of outlier wafers or process shifts. Figure 2

shows two wafer maps of a measurement, chosen

from the same manufacturing line. As may be ob-

served, the systematic spatial variation may exhibit a

radial shift across wafers. Even though it is still pre-

sent, assessing Pearson’s correlation coefficient

between these wafers may lead to an erroneous de-

cision that no spatial correlation exists on the wafer.

In order to provide a model fitness assessment on

a per-wafer basis, we propose herein an alternative

method for verifying existence of systematic spatial

patterns. This method, which relies only on the

training samples used to learn the spatial correlation

model on each wafer, resembles and is inspired by

the location averaging method proposed in [11] for

screening defective die on a wafer. Since the model

fitness assessment is performed on a per-wafer basis,

this method is robust to process shifts and outlier

wafers. In particular, for a given wafer to be tested,

let the set S2 ¼ fðmperjxÞ1; . . . ; ðmperjxÞ�g denote the
samples used to train the spatial correlation model,

where � is the number of training samples and x is

the vector of die coordinates. Also, let Si0 ¼ fx1;x2;

. . . ;xNn
g denote the neighboring die locations of the

ith die sample in S2, where Nn is the total number of

available die locations near the ith die sample.

We train the spatial correlation model f2 using

samples in S2, and use f2 to predict the values in Si0

for i ¼ 1; . . . ; �. Finally, we compute the average of

predicted values of the die locations near the ith die

sample in S2

emperi ¼
1

Nn

XNn

j¼1
bmj (4)

where bmperi denotes the average of predicted values

of the die locations near the ith die sample in S2 andbmj denotes the predicted jth neighborhood value.

Once the average value is calculated, we can then

compute the difference between the averaged loca-

tion value and the actual value

�i ¼ mperi � bmperi (5)

where �i denotes the difference between the aver-

aged location value and the actual value of the ith

die sample in S2. Finally, we compute the averaged

error across all samples in S2

�s ¼
1

�

X�
j¼1

�j : (6)

Similarly to alternate test screening, we can set a

threshold value �2 for the considered ith measure-

mentmperi , such that the spatial correlation model is

deemed to be poor if �s > �2. Figure 3a and b shows

examples of spatial correlation model fitness assess-

ment for a nonspatially correlated measurement

and a spatially correlated measurement. It can be

readily observed that the nonspatially correlated

measurement has predicted neighborhood values

which significantly differ from the sample value, as

shown in Figure 3a. This difference will result in a

large �i value in (5). On the other hand, the spatially

correlated measurement has neighborhood values

which are very close to the sample value, as shown

Figure 2. Shift of systematic spatial
patterns across wafers.
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in Figure 3b. Poor models are then screened out in

the combined estimator as before.

We note that �1 and �2 can be chosen based on

the acceptable levels of TE and YL, as we further dis-

cuss in the Experimental Results section. If a lower

defective parts per million (dppm) value is required,

�1 and �2 will be set lower accordingly to screen out

more poor predictors, in order to provide the desired

prediction accuracy. We can also use an n-fold cross-

validation method to determine the values of �1 and

�2. Finally, we note that the combined estimator, as

well as the model screening approach, is indepen-

dent of the underlying models; in other words, the

proposed approach can be applied to combine any

alternate test and spatial correlation models.

Experimental results
The proposed method is evaluated on high-

volume manufacturing test data from an RF transceiv-

er built in 65-nm technology. Our data set has a total of

291 wafers, each of which has approximately 2000

dies characterized by 224 low-cost ORBiTs obtained

via on-chip sensors, and 101 high-cost RF specifica-

tion tests. Both low-cost and RF tests are performed at

probe level. Thus, a statistically significant data set of

approximately 582 000 devices, each with 325 mea-

surements, is used in our case study.

Prediction with alternate test model
As described previously, introducing models with

poor performance in the combined estimator could

degrade the quality of the final prediction. Thus, it is

important to evaluate the performance of each

model before the combined estimator is con-

structed and applied. Yuan and Yang [9] proposed

a model screening step, which narrows down the list

of candidate models in the combined estimator. In

this section, we present the details of model screen-

ing for each considered model. In this work, we use

least angle regression (LARS) [12] to construct al-

ternate test models for each considered specifica-

tion: bmper ¼ f1ðmaltÞ. The LARS regression model

automatically chooses a subset of variables in vector

malt which are most correlated with mper in order to

build the regression model f1. Thus, this approach

allows us to handle high-dimensional data in build-

ing the regression model without needing to per-

form a feature selection or dimensionality reduction

analysis, which is very appropriate in our case since

the dimension of malt is 224. Details of the LARS

regression model can be found in [12].

To perform screening of the alternate test models,

as described in the Screening of Alternate Test Mod-

el section, we generate the following data set: we

choose the first wafer in our data set as the holdout

Figure 3. (a) Nonspatially correlated and (b) spatially correlated performance measurements.
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set S1 in order to assess the correlation between malt

and mper: S1 ¼ fmðiÞalt;m
ðiÞ
perg, i ¼ 1; . . . ; n1, where

n1 � 2000. Then, S1 is split into training set S1t and

validation set Siv for the purpose of model screening.

We choose �1 ¼ 12% such that the TE and YL are

approximately 1000 ppm across our data set. The

prediction error �v for each of the performances in

S1 is computed using (3). As a result of applying

alternate model screening, 52 RF specification tests

have �v smaller than �1 in our study. These measure-

ments successfully pass model screening and are,

therefore, forwarded to the combined model.

Prediction with spatial model
In this work, wafer-level spatial correlation mod-

els are built using the GP-based approach described

in [7] with a 10% die sample size. Note that, in man-

ufacturing, the possible sample sites are affected by

the layout of the probe card in multisite environ-

ments, and the initial samples chosen to learn the

spatial correlation models may not be available in

each site. This issue can be solved by choosing sam-

ples in each individual site through domain-specific

knowledge. In other words, we first define different

sites on the wafer from domain-specific knowledge

about multisite environments, and then we randomly

select samples in each site to train the spatial correla-

tion models on the whole wafer. The density at which

we apply measurements on each wafer controls the

test cost and test error, generating a tradeoff curve

between the two. The optimal number of samples is

chosen according to the test cost reduction plan and

the maximum test error that can be tolerated. In

screening out poor spatial models (i.e., performances

that are not spatially correlated), the procedure de-

scribed in the Screening of Spatial Model section is

employed. Once again, we choose �2 ¼ 8% such that

the TE and YL are approximately 1000 ppm across

our data set. As a result of applying alternate model

screening, 46 RF specification tests have �s smaller

than �2 in our study. Thesemeasurements successfully

pass model screening and are, therefore, forwarded to

the combined model as before.

Prediction with combined model
The final combined model is used to predict per-

formances for which both alternate test and spatial

correlation models pass the respective screening

step. In our experiment, the intersection of the two

sets (of cardinality 52 and 46, respectively) contains

34 performances. For each of them, we use, again,

the first wafer as the holdout set in order to assign the

weight wl for the lth prediction model computed by

(1), and (2) to predict the performances for the

unobserved die locations on other wafers. For new

wafers to be tested, low-cost alternate tests are taken

on each die location, while specification tests are

performed on 10% of the available die locations ran-

domly sampled across the wafer, in order to train the

spatial correlation model using GP as described in

the Introduction. Figure 4 shows the RMS prediction

error sorted in ascending order using all three meth-

ods, obtained by predicting on the remaining 90%

die locations for all wafers. As may be observed, the

combined model consistently outperforms, or at

least performs equally well as the best of the indi-

vidual models. Figure 5a and b shows the prediction

plots of measurements 85 and 86 for the same

devices in the validation set,

using all three models. As may

be observed by simple visual

inspection, the combined mod-

el indeed provides the best

prediction results.

The second and fifth col-

umns of Table 1 also show this

comparison in terms of RMS

prediction error. Once again, it

can be observed that the com-

bined model consistently pro-

vides the best prediction results,

which justifies our choice to

combine the two predictive

models.

Figure 4. Comparison of RMS prediction error for measurements of
passing screening of both models.

IEEE Design & Test58

Speeding Up Analog Integration and Test for Mixed-Signal SoCs



Test escapes and yield loss improvement
To further elucidate the benefits of our approach,

it is also worthwhile to compute the TE and YL in-

curred by applying the predictive model. For a par-

ticular measurement, let the indicator functions

I
ðiÞ
1 =I

ðiÞ
2 be equal to ‘‘1’’ if the predicted value of the

ith die location passes/fails its specification, while

the actual value fails/passes the specification, and

let I
ðiÞ
1 =I

ðiÞ
2 be equal to ‘‘0’’ otherwise. Then, the over-

all TE and YL are defined as

cTE ¼ 1

N

XN
i¼1

I
ðiÞ
1 (7)

cYL ¼ 1

N

XN
i¼1

I
ðiÞ
2 (8)

where N denotes the total number of predicted die

locations across all wafers. In the third, fourth, sixth,

and seventh columns of Table 1, we compare TE and

YL of measurements 85 and 86. Evidently, the pro-

posed approach achieves a significant TE and YL

improvement as compared to the individual models,

thereby justifying the use of a combined model in

predicting high cost performances.

Discussion
One might point out that the proposed approach

incurs additional cost in predicting performances,

as compared to traditional alternate test, since it re-

quires that specification tests are performed on a

subset of die on each wafer. In reality, however, even

in a traditional alternate test setting, a certain level of

specification tests are also needed to ensure integ-

rity of the models in the presence of process shifts, to

deal with die for which performances cannot be

predicted with high confidence (two-tier test [2]),

and to monitor the process. With this in mind, and

taking into account the achieved TE and YL reduc-

tion, which might give the extra nudge needed to

meet test quality goals, we believe that the added cost

is justifiable from a test economics point of view.

COMBINING ALTERNATE TEST with spatial correla-

tion modeling holds great promise in further re-

ducing test cost in analog/RF ICs without

compromising test quality. Such merging, however,

needs to be carefully orchestrated, taking into ac-

count that poorly performing constituents may jeo-

pardize the effectiveness of the joint predictor and

should, therefore, be screened out. Experimental

results using test data from high-volume manufac-

turing assert that the joint prediction model pro-

posed herein achieves lower RMS prediction error

and, by extension, reduces TE and YL.

Figure 5. Prediction plot by different models for (a) measurement 85, and
(b) measurement 86.

Table 1 Prediction outcome for measurements 85 and 86.
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