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 TrusTworThiness of inTegraTed circuits 
(ICs) and circuit intellectual properties (IPs) has 
become a target of intense scrutiny and is now con-
sidered of major significance for the security of elec-
tronic circuits and systems, especially when deployed 
in sensitive industrial sectors, such as military, infra-
structure, health, automotive, and telecommunica-
tion applications. Indeed, owing to various financial 
factors, the contemporary semiconductor industry 
relies on a complex business model, wherein the 
vast majority of IP design and IC fabrication is per-
formed by third-party design houses and foundries. 
The globalized and highly distributed nature of the 
third-party entities, however, brings along trustworthi-
ness concerns, as it results in a semiconductor sup-
ply chain model which exhibits several vulnerable 
points during the design, fabrication, and even the 
deployment phase of an IC, as depicted in Figure 1.  

These  vulnerabilities may, 
then, be exploited by a  
knowledgeable adversary, 
thereby introducing var-
ious trustworthiness and 
security threats to the 
semiconductor industry 
and the end IC users. In 
general, such threats can 
be classified in two main 
categories, namely, hard-
ware Trojans [1]–[3], 

and IC/IP piracy and counterfeiting [4]–[6]. 
While extensive research efforts have been 

expended over the last decade in understanding 
the threat of hardware Trojans and IP/IC piracy and 
counterfeiting, as well as in developing preven-
tion and detection solutions in digital circuits, the 
topic remains largely unexplored for their analog/
mixed-signal (AMS) and radio frequency (RF) 
counterparts. Given the widespread use of analog 
functionality (i.e., physical interfaces, sensors, actu-
ators, wireless communications, and so on) in most 
contemporary systems, there is an alarming lack of 
understanding and an urgent need for a compre-
hensive study of the threat and solution space in 
the AMS/RF domain.1 To this end, this survey paper 
seeks to summarize and present the existing, albeit 
limited work on known vulnerabilities and proposed 
remedies for AMS/RF ICs and IPs, as well as to elu-
cidate the steps required toward designing, fabricat-
ing, and deploying trusted AMS/RF circuits. 

1To our knowledge, the only related article available in the open literature is [44], 
which mainly focuses on threats and countermeasures in digital ICs and briefly 
discusses their relevance in the AMS domain. 

Editor’s note:
The trustworthiness of integrated circuits is now an essential technical and 
business challenge for the semiconductor industry. In the digital domain, 
there has been extensive activity in understanding and counteracting the 
threats of hardware Trojans, piracy and counterfeiting. However, this research 
area is largely nascent and understudied for analog/mixed-signal (AMS) and 
radio frequency (RF) circuits, which are widely used in contemporary sys-
tems. This survey summarizes the state-of-art for trusted hardware design in 
AMS/RF IC’s, and highlights directions towards advancing the field.

—Steven Nowick, Columbia University
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Security Risks in AMS/RF ICs
Recently, a few groups have demonstrated the 

possibility of covertly stealing sensitive information 
through hardware Trojans embedded in analog/RF 
ICs. In a different direction, multiple equilibrium 
states were shown to exist in basic blocks of AMS 
ICs, raising the concern that they could lead the cir-
cuit to an undesired (potentially malicious) state, 
unless appropriate remedies are taken. Hardware 
Trojan trigger mechanisms based on analog cir-
cuits, affecting the power supply of ICs and target-
ing mainly on digital microprocessors have also 
been reported. Finally, AMS/RF IP counterfeiting 
and reverse engineering is a concern growing in 
amplitude. The rest of this section elaborates on 
these four types of threats.

Hardware Trojans in RF ICs
Hardware Trojans can be introduced by untrusted 

IP vendors, by a rogue in-house element during the 
design (schematic and/or layout) stage of a product, 
or by an untrusted foundry directly at the fabrica-
tion mask level. In all cases, the hardware Trojan 
eventually becomes part of the actual functionality 
of the end product, unbeknownst to the legitimate 
designer and user. The risk that hardware Trojans 
pose intensifies in wireless networks where sensitive 
information is exchanged over public channels. This 

is the primary reason why existing hardware Trojan 
attacks have been targeting wireless ICs.

Hardware Trojans in wireless cryptographic ICs 
An example of how minute modifications to a 

wireless cryptographic IC can leak the encryption 
key through a public channel was described and 
demonstrated through actual silicon measurements 
in [7] and [8]. The proposed hardware Trojans, one 
in the frequency and one in the amplitude domain, 
modify the ring oscillator or the power amplifier (PA) 
of an ultrawideband transmitter, adding a few extra 
transistors to modulate the leaked information on the 
amplitude or frequency characteristics of the trans-
mitted signal, as shown in Figure 2a. Specifically, the 
transmission power waveform of each message bit 
exhibits slight but systematic increase of amplitude 
or frequency when the leaked key bit has value “0,” 
enabling differentiation from the case wherein the 
leaked key bit has value “1.” These minute modifi-
cations in the transmission power amplitude or fre-
quency remain well within the margins allowed for 
dealing with semiconductor manufacturing process 
variation; accordingly, to the unsuspecting receiver, 
each transmission appears perfectly legitimate as it 
does not violate any of the circuit- or system-level 
specifications of the wireless cryptographic IC. To 
an informed adversary receiver, however, who is 
aware of the modulation implementation details and 
knows exactly what to look for in the transmission 
characteristics, retrieving the leaked encryption key 
is trivial. In this example, all the attackers have to do 
is observe the two distinct amplitude or frequency 
levels when the same message bit is transmitted 
and map them to a leaked key bit value of “0” or 
“1,” respectively. 

To investigate the Trojan impact on the legit-
imate and rogue transmission, the authors in [8] 
implemented 15 distinct Trojan levels. Even for the  
maximum Trojan level, the Trojan impact on  
the legitimate transmission is carefully hidden in 
the transmission specification margins allowed for 
process variations. This is depicted in Figure 2b, 
where the measured transmission power for trans-
mitting a ciphertext bit of “0” and “1” for 40 Trojan 
free, 40 amplitude-based Trojan-infested, and 40  
frequency-based Trojan-infested ICs is plotted ver-
sus time. For the Trojan-infested transmissions, the 
maximum level of Trojan impact is employed. Each  

Figure 1. Threats in the IC and IP supply chain [1].
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the cost of reduced throughput for the attacker. The 
spread spectrum attack does not affect the legitimate 
transmission since it remains well hidden below the 
noise floor, thereby evading any performance-based 
testing or monitoring [9].

Hardware Trojans in AMS ICs
Unlike RF circuits, where a hardware Trojan adds 

extra circuitry to the legitimate structure to exploit its 
vulnerabilities, existing hardware Trojans in AMS ICs 
do not add extra overhead to the target IC, neither do 
they leave a signature during normal operation; rather, 
they exploit Trojan states that might be inherently pres-
ent in AMS components with feedback loops. This 
idea dates back to 1980, when it was shown that, for 
some choice of network parameter values, transistor 

of the three distributions is enclosed 
in the μ+3σ envelop of the Trojan-
free ICs [7], [8]. Interestingly, none of 
the Trojan-infested ICs falls out of the 
envelop boundaries.

RF transmission below noise floor 
In a similar approach, the ability of 

hardware Trojans to hide unauthorized 
transmission signals in the ambient 
noise floor through spread spectrum 
techniques was presented in [9]. The 
original concept of communicating 
with attackers below the noise power 
level of a crypto-processor was initially 
demonstrated in [10], where multi-
bit information from a compromised 
crypto-processor was leaked through 
a power side-channel. Specifically, 
spread spectrum was used to distribute 
the power of side-channel leakage to 
multiple clock cycles, so that the sig-
nal-to-noise ratio of each clock cycle 
is low enough to evade detection. The 
attacker can then exploit the side-chan-
nel information by averaging over a 
large number of clock cycles. Similarly, 
the Trojan system in [9] spreads the 
rogue data and attenuates the Trojan 
signal so that it is pushed below the 
ambient noise floor. The principle of 
a spread-spectrum transmitter/receiver 
chain is shown in Figure 3. The low-
rate baseband data are multiplied with 
a higher-rate spread-spectrum code to 
generate a higher-rate sequence. The legitimate and 
Trojan spread signals are then added in the analog 
domain, constituting the signal to be transmitted. The 
transmitted signal, containing both the legitimate 
and rogue coefficients, has an identical spectrum 
with the legitimate one, and thus the Trojan pres-
ence cannot be easily detected. This higher-bitrate 
digital sequence is then transmitted over the noisy 
channel, which may undergo multipath fading and 
multiple interferers. At the receiver, both the use-
ful signal and interferers are mixed with the same 
spread-spectrum code, despreading the original 
information, and spreading the interferers instead. 
Extremely low-power levels are required to retain 
effective communication. However, this comes at 

Figure 2. (a) Transmission power waveforms of amplitude- and 
frequency-based Trojan-infested ICs and (b) transmission power 
of 40 Trojan-free ICs, amplitude-based Trojan-infested ICs,  
and frequency-based Trojan-infested ICs enclosed in the μ+3σ 
transmission [7], [8].

(a)

(b)

(a)
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networks with positive feedback loops can have more 

than one solution to their DC equations [11]. These 

multiple operating equilibrium points were demon-

strated for verification purposes in a CMOS log-domain 

filter employing a positive feedback loop [12], but were 

never studied in the context of hardware security until 

recently. The problem of multiple operating states in 

analog circuits is commonly referred to as the startup 

problem, meaning that a startup circuit should typically 

be added to remove the undesired state. However, if 

no startup circuit is used, which is quite common in 

analog design, or if the startup circuit is infiltrated, a 

redundant state harboring a Trojan may still exist [13].

In the last few years, several research 
results have shown that an AMS IC can 
exhibit a Trojan state, which can be defined 
as an operating state that forces the circuit 
to behave in an unexpected and/or unde-
sired way, producing inconsistent results 
at its output and, thus, directly affecting 
preceding blocks in a chain of IC com-
ponents. These Trojan states have been 
shown to affect the output characteristics 
of operational amplifiers (OP-AMPs), cur-
rent mirrors, bandgap references, and Wien 
oscillators and filters [12]–[16]. These 
observations have been corroborated 
via simulations as indicated in Table 1.  
For example, due to the presence of mul-
tiple equilibrium points, while sweeping 
temperature in the Inverse Widlar mirror 
shown in Figure 4a, the output voltage may 
reach values other than the ones expected 
for a specific temperature [13]. Indeed, as 
plotted in Figure 4b more than one output 

voltage corresponds to temperatures T1 and T2, thus, 
indicating the existence of undesired, potentially 
malicious states. Similarly, a Trojan state was shown 
to exist in a fully differential operational amplifier 
when performance enhancement feedback, i.e., a 
slew-rate enhancement circuit producing a positive 
feedback loop is used [14]. Trojan states were also 
demonstrated via simulation results for the Wien 
bridge oscillator [15]. These states occur when high 
nonlinearities in the input–output characteristic are 
present. Specifically, the circuit may have either a 
static (undesired) or a dynamic mode of operation 
and, further, even when in dynamic mode, oscilla-
tion states of different amplitudes or frequencies 
may still occur, depending on the initial conditions 
of the capacitors [15]. Therefore, hardware Trojans 
in an oscillator can correspond either to a static 
mode, incapacitating the IC, or to unexpected oscil-
lation characteristics, e.g., modified amplitude and 
frequency. Given the widespread use of oscillators 
in transceivers, a Trojan state could have devastat-
ing consequences, e.g., it could result in a shift of 
the local oscillator frequency to a different band, 
which an attacker could exploit to leak sensitive 
information. This class of hardware Trojans does 
not demand any increase in power, area, or archi-
tecture and, thus, leaves no signature. Therefore, 
even if the complete circuit schematic is available, 

Reference Circuit Topology Simulation Level

[12] Log-domain filter HSPICE

[13]
Inverse Widlar current 
mirror Cadence Spectre 

[14] Op-amp Cadence Spectre

[15] Wien bridge oscillator N/A

[16] Bandgap reference Cadence Spectre

Table 1. Circuit topologies in which Trojan states have been 
demonstrated via simulations.
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the presence of multiple 
operating points during 
design and verification can 
remain undetected.

Analog triggers
A key limitation of the 

AMS Trojan states discussed 
in the previous subsection 
stems from the lack of trig-
ger mechanisms capable 
of driving a circuit into 
an undesired state. So far, 
only a few analog triggers 
have been presented in  
the literature. 

Capacitors 
An analog trigger target-

ing a digital microprocessor 
was demonstrated in [17]. Similar to the principle first 
introduced in [10], wherein a capacitor of adjustable 
value is used to leak information conveyed by a power 
side-channel, the circuit in [17] employs capacitors to 
siphon charge from nearby (aggressor) wires as they 
undergo transition between digital values. When the 
capacitors fully charge, an attack to a victim flip-flop 
is staged [17]. In essence, the capacitor performs 
analog integration of charge from an aggressor wire 
while, at the same time, being able to reset itself 
through charge leakage. Every time the trigger input 
wire toggles, the capacitor’s charge increases until 
its voltage exceeds a predetermined threshold, at 
which point the trigger output is activated. When the 
trigger input is inactive, the leakage current gradually 
reduces the capacitor’s voltage and eventually deac-
tivates the trigger output. A behavioral model of the 
operation of this analog trigger is depicted in Figure 5. 

Voltage glitches
Voltage glitches of the power supply constitute 

another trigger mechanism whose impact has been 
shown on a mixed-signal IP consisting of digital logic 
along with a phased-locked-loop [18]. Voltage glitches 
can have devastating effects in frequency synthesis 
and can induce large variations in the output voltage 
of bandgap references. These voltage glitches can be 
produced using body biasing attacks [19]. The body 
biasing injection method applies high voltage pulses 

on the circuit substrate, thereby modifying the capac-
itive and/or resistive coupling between the substrate 
and the power supply or the ground, as shown in 
Figure 6a. This, in turn, locally affects the power sup-
ply and/or ground voltages, as depicted in Figure 6b, 
and can practically result in large deviations of power 
supply voltage values, as has been experimentally 
demonstrated in [19]. However, this requires that the 
packaged IC is opened, in order to apply a very high 
and short substrate bias pulse. The effect of voltage 
glitches in a bandgap reference was recently investi-
gated in [18]. Specifically, it was shown that despite 
its inherent capability of providing a reference voltage 
with small variations with respect to changes in the 
supply voltage, excessive voltage glitches in the sup-
ply voltage were capable of driving transistors of the 
bandgap reference into their linear region, wherein 
bandgap functioning is not guaranteed.

AMS/RF Reverse Engineering and 
Counterfeiting

IP piracy has become a key concern due to 
the large volume of reusable IPs in silicon dice 
raising both safety and reliability concerns [4]. 
IP piracy scenarios, as shown in Figure 1, can be 
staged either at the foundry level, e.g., through 
reverse engineering and illegal copying of an IP, 
or after the IP has been produced, e.g., by claim-
ing ownership and reselling it as a black box [5].  

Figure 4. (a) Schematic of the Inverse Widlar current mirror and  
(b) multiple operating points in DC temperature sweep of the  
Inverse Widlar current mirror [13].
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Unlike past counterfeit practices, which relied on 
electronic waste to recycle, remark or repackage, 
and then sell old components as if they were new, 
modern clones are far more sophisticated [6]. The 
counterfeiters nowadays use advanced reverse 
engineering techniques to 

•  copy and reproduce the design of the original  
IC; and 

•  fabricate and package the IC from scratch. 

Reverse engineering can be performed at the 
chip-, printed circuit board- or system-level. Among 
the various counterfeit electronic components, 
analog ICs are the most affected, corresponding 
to more than 25% of the reported counterfeit IC 
incidents in 2011 [4]. An example of a counterfeit 
IC, specifically an encoder, is shown in Figure 7. 
Evidently, by a simple inspection a buyer/user is 
incapable of distinguishing the original (bottom) 
from fake (top) components [6].

Countermeasures for AMS/RF  
ICs and IPs 

Traditional test methods are ineffective in detect-
ing hardware Trojans: 1) with small overhead (in 
terms of area and power); 2) which do not violate any 

protocol specifications; and 3) which remain within 
the margins allowed for process variations. However, 
several defensive methods have been lately reported, 
capable of raising a red flag in the presence of hard-
ware Trojans which manipulate transmission charac-
teristics, similar to those previously described. Existing 
solutions against reverse engineering and counterfeit-
ing in AMS/RF ICs are also discussed below.

Defenses against AMS/RF hardware Trojans
Statistical methods 

Constructing IC fingerprints based on side-channel 
parameters and using these fingerprints to statistically 
assess whether an IC is contaminated by a hardware 
Trojan or not, was first presented in [20] and [21]  
through a global power consumption-based and 
a delay-based method. The idea of side-channel 
fingerprinting is the basis for detecting the two 
hardware Trojans in the wireless cryptographic IC, 
which were presented previously. Production test-
ing falls short in detecting such hardware Trojans, 
due to their negligible area and power overhead 
and the unaffected operation of the targeted chip. 
However, because of its systematic nature, the 
hardware Trojan imposes added statistical struc-
ture to the transmission characteristics and can be 
detected using statistical side-channel fingerprinting. 
This is depicted in Figure 8, where Trojan-free and 
Trojan-infested populations of the amplitude-based 
hardware Trojan are projected on three dimensions 
corresponding to the three principal components 
of the data after simple statistical processing using 
principal component analysis is applied. As may be 
observed, even a simple one-class classifier, such 
as a minimum volume enclosing ellipsoid, can be 
effectively trained to enclose the trusted population 
and can be subsequently used for distinguishing 
Trojan-free from Trojan-infested chips, as shown in 
Figure 8b. The same holds for the Trojan which oper-
ates in the frequency domain, and which can also 
be detected by the same statistical method. More 
details of this method which is Trojan-agnostic and 
can, therefore, detect any Trojan that systematically 
distorts transmission power in order to leak data, can 
be found in [8]. 

A method for detecting hardware Trojans operat-
ing below noise level, as well as hardware Trojans in 
mobile platforms, was presented in [22]. This method 
does not require a golden reference; rather, it is based 
on self-referencing. The output of a mobile platform 

Figure 5. Behavioral model of the analog trigger  
circuit in [17].
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running on a commercial MpSoC board is driven into 
a periodic steady state to decouple the response of 
the board from that of noise and Trojan. Any changes 
in the circuit behavior between periods indicate the 
existence of unauthorized activity. After exciting the 
circuit and obtaining its current consumption signal, 
this signal passes through a low pass filter to obtain the 
self-referencing signal. This is then subtracted from the 
original signal to obtain a difference signal, which con-
sists of noise and malicious activity, if any. Analysis of 
the difference signal in the time domain is not capable 
of distinguishing the Trojan signal from channel noise. 
However, by using the fast Fourier transform of the dif-
ference signal, calculating the average noise level and 
setting a threshold of 3σn for noise referencing (where 
σn is the noise variance), the Trojan signal is detected. 

Concurrent detection 
Hardware Trojans which remain dormant at all 

times except during normal operation can easily 
evade detection by statistical side-channel finger-
printing methods since these methods operate either 
before an IC is deployed or, periodically, during 
idle times, after an IC is deployed. To counteract 
this issue, a concurrent hardware Trojan detection 
(CHTD) method which operates along with the nor-
mal functionality of the IC was presented in [23]. 
CHTD operates in real-time and does not require 
golden reference chips. The method checks an 
invariant property of the circuit and uses an on-chip 
one-class classifier to assert a CHTD output when the 
invariance is violated. The classifier is trained using 
trusted side-channel fingerprints obtained at test 
time when the Trojan is dormant. The trained clas-
sifier can, then, be used to examine compliance of 
runtime observations of the invariant property, by 
comparing their footprint in the side-channel finger-
printing space to the learned boundary. This method 
was capable of revealing malicious activity of the 
Trojans in wireless cryptographic ICs, which were 
previously described.

Homotopy methods 
Defense mechanisms that have recently been 

applied for detecting multiple operating points in 
analog circuits with positive feedback loops are 
based on homotopy theory, which has been long 
used for verification purposes [24]. Given an analog 
circuit, the first step toward identifying Trojan states 

relies on determining the circuit’s positive feedback 
loops. This is achieved by constructing a directed 
dependency graph based on its circuit topology 
and assigning signs for voltage/current dependen-
cies. For example, in the threshold voltage reference 
circuit shown in Figure 9a, the dependency graph, 
depicted in Figure 9b, consists of two loops. The 
positive feedback loop contains an even number of 
“negative” dependencies, and in this case it is shown 
in Figure 9c. After the positive feedback loops of 
the circuit have been identified, the continuation 
method can be applied to detect its undesired states. 
This method involves the introduction of a voltage 
or current source that can be swept to trace oper-
ating points of a circuit other than the desired and 

Figure 6. (a) Body biasing injection (BBI) effects on 
CMOS logic (cross sectional view) and (b) forward 
BBI effects on VDD and ground nodes [19].
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can be viewed as a homotopy approach applied to 
each positive feedback loop [25]. The continuation 
method has been demonstrated in several AMS ICs 
employing positive feedback loops [16], [26]–[28].

Formal methods 
Another route toward detection of Trojan states 

in AMS circuits could be the use of formal verifi-
cation methods for AMS designs after they have  
been approximated as purely Boolean models, as 
in [29]–[31]. However, this has not been investi-
gated so far. The same holds for [32], wherein a for-
mal-based solution to the verification of AMS designs 
was applied in a delta-sigma modulator, validating 
its operation with respect to a given set of properties. 
Recently, information flow tracking in AMS designs 
through proof-carrying hardware was shown in [33]. 
Specifically, integration of information flow tracking 
across the analog and digital domain allowed detec-
tion of sensitive data leakage from the analog to the 
digital domain, and vice versa, without requiring 
any modification of the AMS circuit design flow. This 
method could also be applied for verifying security 
properties, e.g., detection of multiple equilibrium 
points in AMS designs.

Parasitic loads and ad-hoc methods 
Detection of hardware Trojans based on the sig-

nature left due to “rogue” load capacitances was 

also recently discussed for RF  
circuits in [34]. Specifically, stim-
ulus optimization experiments 
were performed in a typical cas-
code low noise amplifier, ena-
bling detection of small capacitive 
loads in several internal nodes, 
caused by the presence of hard-
ware Trojans.

Ad-hoc methods for prevent-
ing undesired states in analog 
ICs can also be found in lit-
erature. Specifically, in [13], 
simulation results indicate that 
by decreasing the width of the 
diode-connected transistor M3 in 
the Inverse Widlar current mirror 
of Figure 4a, the region in which 
output voltages overlap and can, 
thus, result in Trojan states, can 

be eliminated. Finally, toward preventing unstable 
operating points, a startup circuit which forces the 
operating point to settle in a desired, stable state can 
be used, as described in [27].

Remedies against counterfeiting and reverse 
engineering

To prevent reverse engineering in digital ICs, 
obfuscation and logic encryption have been pro-
posed [35], [36]. The former transforms a design into 
one that is functionally equivalent to the original one 
but much more difficult to reverse engineer, while 
the latter embeds the design in a larger functional 
space, requiring a key to unlock its functionality. In 
a different direction, IC ownership and authentic-
ity can be preserved via watermarking [5], which 
uniquely encodes the signature of the author. Several 
counterfeit detection methods have been proposed, 
generally classified into electrical inspections, and 
aging-based fingerprints [4]. Finally, advanced imag-
ing techniques can be employed to reveal the inner 
layers of microchips and PCBs. These are provided 
by companies such as TechInsights [6]. More details 
on the state-of-the-art in detection and prevention 
methods against reverse engineering and counter-
feiting can be found in [4]–[6]. Unlike the extensive 
effort in the digital domain, only a small number 
of defenses against piracy and counterfeiting have 
been reported for AMS/RF ICs. This is mainly due to 
the high sensitivity of analog/RF nodes to parasitics. 

Figure 7. Fake (top) and original (bottom) encoder from Fairchild 
Semiconductor (now On Semiconductor) [6].
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This sensitivity makes obfuscation a hard task for 
analog/RF designers, since any extra transistor would 
create a tradeoff between obfuscation effectiveness 
and circuit performance. The few notable remedies 
for AMS/RF piracy and counterfeiting which can be 
found in the literature are summarized below. 

Vulnerability analysis 
In [37], the authors introduce an analysis method-

ology for exposing vulnerabilities which may exist in 
the design of an analog IP. More specifically, this meth-
odology aims to identify potential security breaches 
in analog IP blocks and has to be performed after the 
IP specification stage rather than after manufactur-
ing. The IP used for demonstrating this method is an 
analog block which generates a clock signal, consist-
ing of a bandgap reference, a voltage doubler, and a 
voltage controlled oscillator. The subfunctions of each 
of the subcircuits are analyzed and the vulnerabili-
ties (termed “faults” in this work) are identified along 
with their signatures. Finally, possible attacks which 

can take advantage of the presence of such faults are 
evaluated, along with the likelihood of being detected 
(termed “identifying potential”), expressed as the time 
and effort necessary for identifying an attack. Once all 
IP vulnerabilities have been identified, appropriate 
countermeasures can be recommended and applied 
by the designer in order to eliminate them.

Split manufacturing 
Split manufacturing was recently proposed to 

protect analog/RF IPs from reverse engineering at 
the foundry [38]. The key idea of split manufacturing 
is to hide design details by dividing them into front 
end of line (FEOL) and back end of line (BEOL). 
Subsequently, FEOL and BEOL layers are fabricated 
in untrusted and trusted foundries, respectively. The 
general concept of this method was presented in a PA 
design for RF applications. The top two metal layers of 
the technology were removed from the FEOL. In such 
a case, the inductors and capacitors of the PA become 
invisible to the attacker. The authors show that even if 

Figure 8. Trojan-free and Trojan-infested circuits projected on a 3D space where 
the populations are (a) indistinguishable and (b) distinguishable after applying 
principal component analysis [8].

(a) (b)
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the inductors’ and capacitors’ positions and sizes can 
be estimated through the blank areas that are created, 
it is difficult to reverse engineer the chip given the wide 
range of possible component values, bias voltages, 
and operating frequencies. In RF designs, inductors 
are placed in metal rings and lower metal layers inside 
the rings are removed for performance optimization. 
Therefore, the rings themselves may indicate the exact 
position and size of the inductors. To counteract this, 
the authors obfuscate the original design by inserting 
nonfunctional rings and creating empty zones. The 
empty blocks in the layout increase performance over-
head, yet this can be alleviated if the designers con-
sider security in the early design stages.

AMS IP watermarking 
To protect AMS IP ownership, a layout watermark-

ing method was proposed in [39]. This method uses 
an algorithm to parse the layout netlist and sort transis-
tors one level at a time, based on their type (NMOS or 
PMOS), width, shortest distance to input, and shortest 
distance to output. The outcome of the search algo-
rithm is a uniquely ordered list of transistors. Once this 
list has been created, the owner generates the water-
mark he/she wants as a seed for a pseudorandom 
number generator. The bits which are generated from 
the pseudorandom function form a long bitstream 
that can be aligned with the stream of uniquely sorted 
transistors. The bitstream is embedded by fingering 

Figure 9. Bootstrapped threshold voltage reference circuit: (a) schematic, (b) directed 
dependency graphs, (c) dependence sign for the top loop, and (d) dependence sign for 
the bottom loop [16].
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the transistors depending on the bit that aligns with 
each transistor. A bit value of “1” or “0” corresponds to 
an even or odd number of fingers, respectively. Using 
this method, a design entity A, having a netlist A, can 
prove ownership of an IP against a design entity B, 
having a netlist B. The IP owner can look into the 
nodes of the ordered array of netlist B and generate 
bitstream B, corresponding to the odd or even num-
ber of transistor fingers. The owner which has the two 
bitstreams, A and B, can measure the degree of corre-
lation between them. Unless design entity B generates 
the correct seed for bitstream B, design entity A can 
claim that design entity B has stolen the layout. This 
technique has been effectively applied to a two-stage 
Miller operational amplifier, where the watermarked 
layout suffered only a 0.25% increase in chip area.

Statistical/aging methods and on-chip sensors 
In [4] and [40], protection against recycled analog 

ICs was achieved using statistical methods, such as 
one-class classifiers and degradation curve sensitiv-
ity analysis. Typical test results from production early 
failure rate analysis, such as minimum supply voltage 
(Vmin), quiescent current (Iddq), and maximum oscilla-
tion frequency (Fmax), were used as parametric meas-
urements for evaluating both methods. The results 
were demonstrated in a fully differential folded cas-
code operational amplifier designed in a 45-nm tech-
nology node, showing that both methods were able 
to achieve 100% correct classification between brand 
new and recycled devices. Recently, low-cost, on-chip 
ring oscillators and other aging sensors were used for 
protecting digital ICs against recycling [41]. While not 
explicitly reported in the literature yet, it is highly likely 
that such methods can also be adapted and can be 
applicable and effective in AMS and RF ICs as well.

Physical unclonable functions 
An emerging solution for IC cloning is repre-

sented by physical unclonable functions (PUFs). 
PUFs have been lately adopted by major microe-
lectronic companies such as Xilinx and Microsemi, 
for chip authentication [6]. A PUF is a function 
mapping challenges to responses, which is easy to 
evaluate but hard to characterize and reproduce 
[42]. Its unclonability stems from the fact that the 
function depends on a complex way upon several 
physical quantities that cannot be controlled by 
the manufacturing process [42]. PUFs rely on the 

physical variations among transistors, e.g., mis-
match of MOSFET threshold voltages and statis-
tical delay variation of circuits and interconnects 
in order to identify individual ICs. A PUF which 
uses dynamic latched comparators and their ran-
dom input offset voltages (due to mismatches and 
noise) to create a unique response and protect 
an AMS design from counterfeiting was recently 
presented in [43]. Operation of this PUF was ver-
ified via experimental measurements using a  
130-nm CMOS technology on two comparator types, 
i.e., double-tail and three-latch extended range 
comparators. Since comparators are an inherent 
component in many AMS designs, the implemented 
PUF can reuse comparators which are present in 
the design, thus, reducing its area overhead. 

Discussion
After over a decade of intense research efforts 

by numerous groups around the world, the objec-
tive of ensuring trustworthiness of digital ICs and 
IPs is a fairly well-understood and quite mature 
topic. Indeed, a large number of alternative threat 
scenarios, as well as detection and/or prevention 
methods, have been demonstrated and exper-
imentally evaluated, often using actual silicon 
measurements. On the other hand, the operational 
complexity and the continuous-domain character-
istics of AMS/RF ICs, have served as challenges 
which have limited the community’s collective 
understanding, modeling, and mitigating of secu-
rity risks in the analog/RF domain. Among the most 
notable contributions in this domain, we pinpoint 
the effectiveness of hardware Trojans in modify-
ing the RF front-end of cryptographic ICs in order 
to covertly steal sensitive information, which has 
been experimentally demonstrated in silicon. In 
the AMS world, the key contribution to date con-
sists in the demonstration of innate Trojan states, 
which may potentially result in undesired operat-
ing conditions. A few concepts of analog triggers, 
which have mostly been used to compromise 
digital circuits, and a few protection mechanisms 
against analog IP theft and reverse engineering 
complete the picture of the rather limited litera-
ture on this subject matter. 

Moving forward, several limitations in exist-
ing studies need to be addressed in order to raise 
our understanding of the problem to the next level 
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and lead to breakthroughs in this area. Some of the 
examples are as follows:

• In AMS circuits, security implications have 
only been shown in a few basic analog blocks; 
moreover, all of the relevant work is based on 
simulations. While simulations are informative, 
demonstration and evaluation through actual 
silicon implementation are needed for drawing 
definitive conclusions. 

• How an AMS circuit can be triggered to enter an 
undesired state and what the payload of such a 
Trojan state might be, other than circuit malfunc-
tion or denial of service, should be further investi-
gated and better understood. Most of the current 
incarnations are either too simplistic or too unre-
alistic to be considered a real threat. 

• Systematic, generalizable hardware Trojan detec-
tion/prevention methods need to be developed 
for AMS/RF ICs, rather than the current ad-hoc 
solutions. While this is inherently difficult in the 
analog domain, it is nevertheless important in or-
der to facilitate automation and development of 
pertinent metrics. 

• Formal, provably secure methods for protecting 
AMS/RF IPs are still at their infancy and are ur-
gently required. While analog formal verification 
has made great strides recently, its findings have 
yet to be applied in the security and trust domain. 

• Finally, stronger collaboration between the 
research and industry community is required so 
that technology and knowledge can be efficiently 
transferred both ways, toward achieving the com-
mon objective of trusted and reliable AMS/RF ICs.

To conclude, despite the objective difficulties 
imposed by the continuous domain, the research 
community has realized the important role of AMS/
RF ICs in contemporary electronics, along with the 
security and trustworthiness risk they may incur as 
the weakest link of an electronic system. Accord-
ingly, there appears to be a surge of activity in this 
area, with numerous new researchers seeking to 
contribute security and trust solutions for AMS/RF ICs 
and IPs. Nevertheless, an extensive research effort, 
spearheaded by governmental and/or industrial sup-
port akin to that enjoyed by the digital domain over 
the last decade, has yet to materialize and is urgently 
needed in order for security and trustworthiness 
solutions for AMS/RF ICs and IPs to become up to 
par with their digital counterparts.  
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