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Abstract
We describe a method for designing fault tolerant cir-

cuits based on an extension of a Concurrent Error Detection
(CED) technique. The proposed extension combines parity
check codes and duplication in order to not only perform
error detection but also provide diagnosis and correction
capabilities. Informed selection among the outputs of the
original circuit and the outputs of the duplicate with parity
check codes renders a low-cost fault tolerant design. Exper-
imental results confirm the efficacy of the proposed method
as a general solution for designing fault tolerant circuits.

1. Introduction
Complex electronic circuits are currently utilized in

safety critical applications, where reliability is of paramount
importance. While manufacturing test typically identifies
a large number of circuit defects, exhaustive testing is im-
practical and attaining complete fault coverage may not be
feasible. Design-For-Testability (DFT) techniques are used
to remedy low fault coverage [1, 2], albeit at the cost of ad-
ditional hardware area. Yet undetected manufacturing de-
fects, wear-and-tear faults, as well as transient errors still
pose a threat to the reliable operation of the circuit. To
shield against such faults, CED techniques [3, 4, 5, 6, 7, 8]
are used to detect malfunctions during the lifetime of the
circuit. While the cost of CED techniques is often twice the
cost of the original design, such techniques can only report
the occurrence of a fault and may not take any remedial ac-
tion. Should the circuit need to remain operational in the
presence of a fault, a fault tolerant design is required. Fault
tolerant designs concurrentlydetect, diagnoseandcorrecta
fault effect, at the cost of either performance degradation
or considerable hardware overhead. For example, Triple
Modular Redundancy (TMR) [9], a standard fault tolerance
method, comes at three times the cost of the original circuit.

The distinct objectives of CED and fault tolerance have
resulted in quite different solutions to the two problems. In
an effort to reduce this gap, we examine in this paper the
extension of a standard CED technique into a method for
designing fault tolerant circuits. The choice of the starting-
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point CED technique is based on its effectiveness in terms
of fault model assumed, feasibility of implementation, per-
formance overhead and diagnostic capabilities. The CED
technique must be able to detect any single fault and, still,
be efficiently implemented for large circuits. Moreover, the
chosen CED technique must inherently provide some level
of fault identification in order to assist the diagnosis and
correction operation. Finally, the fault tolerance extension
to the CED technique needs to derive adequate information
for both detecting and correcting the fault on the fly, in order
to attain the same performance as the original circuit.

Among the several CED techniques that have been pro-
posed in the literature, we select one that meets most of
the aforementioned requirements and we extend it with the
minimum number of components necessary to perform fault
diagnosis and correction. Section 2 describes the selected
CED technique that fits our requirements and explains the
underlying features that assist the construction of a fault tol-
erant circuit. The added components and the proposed ex-
tension for fault tolerance are outlined in section 3. Experi-
mental results evaluating the proposed design are presented
in section 4 and conclusions are drawn in section 5.

2. CED using Parity Check Codes

The idea of multiple parity bits was first introduced in
[10]. A parity check code is a code in which the parity of
multiple circuit outputs, forming a parity group, is checked
against a predicted parity bit for that group. The objective
is to classify the outputs in a minimal number of groups,
such that any single fault in the circuit will affect the parity
of at most one output bit in every parity group. To ensure
that the fault effect will be detected, no sharing is allowed
between the cones of logic of output bits belonging to the
same parity group. The two extreme cases for the number
of parity groups aresingle-bit parity andduplication. In
single-bit parity, all output bits of the circuit form a single
group and, consequently, no sharing between their cones of
logic is allowed. In duplication, on the other hand, every
output bit is considered a group by itself and, thus, there are
no constraints on logic sharing. Nevertheless, both of these
extremes may incur significant hardware overhead and may
not lead to an acceptable solution.
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Predicting the value of the parity bit in the single-bit par-
ity case is relatively inexpensive. However, the prohibition
of sharing between the output cones of logic adds a signifi-
cant overhead to the cost of the original circuit, which needs
to be intrusively re-synthesized under this constraint. Dupli-
cation, on the other hand, leaves the original circuit intact,
yet incurs the cost of an additional copy of the circuit to pre-
dict the parity of each group (which in this case is equal to
the actual output of the circuit). The possibility of finding
a more cost-effective solution in between the two extremes
has motivated several research efforts. The overall goal is
clear; minimize the area required to implement the parity
check code. The area required by the parity check code is
equal to the sum of the cost of the logic function, the par-
ity prediction logic, and a parity checker. As the number
of groups increases, the cost of the parity checker and par-
ity prediction logic increase as well, while the cost of the
original circuit decreases, as more logic sharing is permit-
ted between the outputs. On the other hand, reducing the
number of groups decreases the cost of the parity checker
and the parity prediction logic, while increasing the cost of
the original circuit due to reduced logic sharing.

One of the first efforts in finding an optimal point be-
tween the two extreme cases was developed by Deet al.
[5]. The circuit outputs are partitioned to form logic blocks
where no logic sharing is allowed between blocks but shar-
ing is maximized within the block. A cost function that is
based on logic sharing in the optimized circuit implementa-
tion guides the partitioning process. The number of parity
groups depends on the logic block with the highest num-
ber of outputs. Every group contains no more than a single
output from every logic block. Any single fault will affect
outputs of a single block and, as logic block outputs are in
different parity groups, the fault effect will not be masked.

The synthesis method proposed in [5] depends on the
number of output partitions; a user supplied parameter. The
greedy cost function considers only the area required by the
original function. Toubaet al. [6] enhanced the efficiency
of the solution by employing a cost function that takes into
account the cost necessary for the logic of the original func-
tion, the parity prediction, and the parity checker. The pro-
posed solution automates parity check code selection and
allows sharing between outputs in different logic blocks, as
long as the outputs belong to different parity groups, which
was a restriction in the method proposed in [5].

Zenget al. [7] extended the parity check code method of
[6] to design Finite State Machines (FSMs) with CED capa-
bilities. Since states can be represented symbolically, CED
circuitry can be added to the next state logic during state
assignment, after the assignment but before logic optimiza-
tion, or after logic optimization. A new state encoding tech-
nique that encodes the states with the objective of reducing
the area overhead of the self-checking FSM is introduced.
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Figure 1. Proposed Methodology.

The next state parity check is done one clock cycle later to
also detect faults in the bistable elements. The output logic
and next state logic belong to different parity groups, and
hence, logic sharing between them is allowed.

Parity check codes appear to be the most appropriate
choice for our purpose of extending a CED method to per-
form fault diagnosis and fault correction. In accordance
with the requirements set forth in the introduction, parity
check codes allow the detection of all single faults, which
constitutes a reasonable fault model. Moreover, they in-
cur tolerable area overhead and are feasible to implement
for large circuits [6]. In addition, parity check codes reveal
some fault identification information that, when used prop-
erly, may assist with fault diagnosis and fault correction. In
the next section, we show how this information may be uti-
lized in order to design fault tolerant circuits.

3. Proposed Extension for Fault Tolerance
The result of the comparison between the predicted

group parity and the actual parity indicates the presence of
a fault, yet it provides us with no information regarding the
fault source. While a fault in the circuitry implementing
the desired logic function leads to faulty circuit results, po-
tential faults in the parity prediction logic will not affect
correctness of the output. Yet, the CED method will still
indicate detection of a fault, rendering the circuit results
unusable. Therefore, we need a mechanism to distinguish
between faults in the parity prediction logic and faults in
the original circuit. Furthermore, independent of where the
fault is, this mechanism should generate the correct result.

Figure 1 illustrates the proposed fault tolerant design.
The group-parity CED technique, as described in [6], con-
sists of the CED circuitry, the group parity predictor, and
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Figure 2. Diagnosis and Correction Actions.

a parity checker. Two components are added to extend the
group-parity CED technique for fault tolerance: the origi-
nal area-optimized circuit and an output comparator. The
two copies of the circuit, along with the CED capability,
provide adequate information for generating correct results,
even in the presence of a fault. The parity checker and the
comparator produce the control signals required to diagnose
and correct a fault.

During fault-free operation, the two inputs of the com-
parator will always agree. Similarly, the two inputs of the
parity checker will also agree. In case of a discrepancy in
the parity checker but not the comparator, a fault is detected
in the parity predict logic or in the parity checker, respec-
tively. If the comparator inputs disagree, while the parity
checker confirms the correctness of the group parity, a fault
is present either in the original circuit or in the compara-
tor. When both the comparator and parity checker detect
a discrepancy and under a single fault assumption, a fault
is detected in the CED circuit. The comparison results of
the parity checker and the comparator are used to diagnose
the fault source and select the correct output. All the pre-
vious possible scenarios are restated in the table of figure
2. The correct output can be easily produced using the cir-
cuitry shown at the bottom of figure 1. We should note at
this point that this small circuit is the Achilles heel of the
proposed fault tolerant method, just as a majority voter is
the weak point of TMR. In both cases, faults in this logic
can be neither detected nor corrected.

The proposed technique may be easily extended to se-
quential logic, by extending the method proposed in [7] for
CED in FSMs based on parity check codes. To make the
circuit fault tolerant, the original area-optimized FSM im-
plementation and an output comparator are added to detect
faults in the next state and output logic. In [7], the par-
ity check bits are stored in bistable elements to also detect
faults in the state register; however, this is not possible in
a fault tolerant implementation as the check is performed
a cycle later, while the next state logic is evaluating the
next state using an erroneous present state. Moreover, al-
though the fault is detected it may not be corrected without
performing a re-computation that will slow down the cir-

cuit operation. If the detection is performed before the next
state is stored in the bistable elements, then correction can
be added in the same cycle. Unfortunately, this will not al-
low us to detect any faults in the bistable elements.

In summary, the proposed method requires three addi-
tional hardware components in order to make a combina-
tional or sequential circuit fault tolerant: a replica of the
circuit synthesized with CED based on group parity, a com-
parator, and the small output selection hardware. In com-
parison to TMR, the proposed method provides a substantial
hardware reduction, as indicated through the experimental
results provided below.

4. Experimental Results
The generation of CED circuits using parity check codes

requires modification of the synthesis tool to prevent logic
sharing between outputs belonging to the same parity group.
We are currently implementing the required modifications
in the SIS [11] synthesis tool, in order to implement the
code selection and restructuring algorithms described in [6].
In the meantime, and for the purpose of estimating the hard-
ware overhead of the proposed method, we use the results
presented in [6] for MCNC combinational benchmarks. Fi-
nal results confirming the current estimates will be provided
in the final manuscript.

The literal count of the original circuit, the fault tolerant
circuit with TMR, and the proposed fault tolerant method
are provided in the table of figure 3. The first major head-
ing in the table describes each benchmark circuit consid-
ered: number of primary inputs, number of primary outputs
and literal count. The second major heading summarizes
the TMR implementation: the number of parity bits used,
the literal count for the three copies of the circuit, the literal
count for the checker, and the total literal count. As no out-
put grouping is performed in the TMR version, the number
of parity bits equals the number of primary outputs. The
third heading summarizes the proposed method: the num-
ber of parity bits, the literal count for the circuit (original
circuit, CED version, and group parity predictor), the lit-
eral count for the checker (parity checker and comparator),
and the total literal count. The last major heading in the ta-
ble of figure 3 provides the area overhead reduction of the
proposed scheme as compared to TMR, indicating that the
proposed scheme provides an average saving of14.62%.

5. Conclusion
In conclusion, we presented a method to construct fault

tolerant designs for random logic. The proposed method-
ology extends a parity check code based CED method by
appending the required components to perform fault diag-
nosis and fault correction. CED using parity check codes is
a key component of the proposed method, as it inherently
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Figure 3. Experimental Results on the MCNC Benchmarks.

discloses information that assist the diagnosis and correc-
tion phases in the proposed technique and reduce the corre-
sponding hardware overhead. The proposed method can be
easily extended to handle fault tolerant design of sequential
logic. Experimental results confirm the overhead reduction
of the proposed technique, as compared to the traditional
TMR fault tolerance approach.
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