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Concurrent Error Detection Methods for
Asynchronous Burst-Mode Machines

Sobeeh Almukhaizim, Student Member, IEEE, and Yiorgos Makris, Member, IEEE

Abstract—Asynchronous controllers exhibit various characteristics that limit the effectiveness and applicability of the Concurrent Error
Detection (CED) methods developed for their synchronous counterparts. Asynchronous Burst-Mode Machines (ABMMs), for example,
do not have a global clock to synchronize the ABMM with the additional circuitry that is typically used by synchronous CED methods
(for example, duplication). Therefore, performing effective CED in ABMMs requires a synchronization method that will appropriately
enable the checker (for example, comparator) in order to avoid false alarms. Also, ABMMs contain redundant logic, which guarantees
the hazard-free operation required for correct interaction between the circuit and its environment. Redundant logic, however, allows
some single event transients to manifest themselves only as hazards but not as logic discrepancies. Therefore, performing effective
CED in ABMMs requires the ability to detect hazards with which synchronous CED methods are not concerned. In this work, we first
devise hardware solutions for performing checking synchronization and hazard detection. We then demonstrate how these solutions
enable the development of three complete CED methods for ABMMs. The first method (Duplication-based CED) is an adaptation of the
well-known duplication method within the context of ABMMs. The second method (Transition-Triggered CED) is a variation of

duplication wherein the implementation cost is reduced by allowing hazards in the duplicate circuit. In contrast to these two methods,
which are nonintrusive, the third method (Berger code-based CED) is intrusive since it requires reencoding of the ABMM with check
symbols based on the Berger code. Although this intrusiveness may slightly impact performance, Berger code-based CED incurs the

lowest area overhead among the three methods, as indicated through experimental results.

Index Terms—Concurrent error detection, asynchronous burst-mode machines, error-detecting codes, Berger code.

1 INTRODUCTION

THE numerous advantages promised by asynchronous
circuits have recently sparked renewed interest in the
development of CAD methods and tools to automate their
realization. As these methods mature, the size and complex-
ity of the circuits that they support increase significantly,
necessitating similar efforts in order to verify and test their
functionality before deployment. At the same time, due to
their low power consumption and electromagnetic noise
emission, asynchronous circuits are also gaining a strong
foothold in mission-critical applications such as avionics
and communications. As a result, Concurrent Error Detec-
tion (CED) methods, that is, methods that monitor their
operation in the field in order to detect and report potential
malfunctions occurring due to single event transients, are
becoming of increasing importance.

In this paper, we address the problem of CED in
Asynchronous Burst-Mode Machines (ABMMs). Although
a wide variety of CED methods have been developed for
synchronous controllers [1], [2], [3], [4], their asynchronous
counterparts are intrinsically different [5], limiting the
applicability of these methods. Consider, for example, the
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traditional duplication method in synchronous circuits,
wherein a duplicate of the circuit is added and a
comparator continuously checks the two results for con-
sistency. When a similar approach is attempted for CED in
ABMMs, its use and effectiveness are jeopardized in two
ways. First, the lack of a global clock allows a circuit and its
duplicate to produce results autonomously and at their own
pace. Consequently, the outputs of these circuits are not
continuously equal. Therefore, in order to avoid false
alarms occurring from their continuous comparison during
CED, a checking synchronization method is required. Second,
single event transients in redundant logic, which is used to
ensure the hazard-free operation of an ABMM, may cause
only hazards but no functional discrepancy. Such hazards
will go undetected by CED methods that only check the
functionality of the circuit. However, ABMM responses
have to be not only correct but also hazard-free. Otherwise,
a hazard may be misinterpreted by the environment as a
logic value change, resulting in erroneous interaction with
the circuit and, by extension, erroneous system-level results.
Therefore, to ensure that CED methods will detect errors in
the interaction between the ABMM and its environment, a
hazard detection method is also required.

Our aim is to enable the development of CED methods
for ABMMs by devising solutions to the two aforemen-
tioned problems. In order to address the checking synchro-
nization problem, we propose a method that utilizes control
information inherent in the operation of ABMMs. More
specifically, our method uses a Transition Prediction Function
(TPF), which is derived from the functionality of the
ABMM, to indicate the completion of computation. In order
to address the hazard detection problem, we propose the
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addition of specialized circuitry that detects errors causing
only hazards but no functional discrepancy at the outputs
of the circuit. By using the checking synchronization
method and the Hazard Detection Circuit (HDC), we
develop three CED methods, all of which guarantee
detection of all functional errors and hazards in ABMMs.
The first one is the Duplication-based CED method, which is
an adaptation of the duplication method frequently used in
synchronous circuits. The second one is the Transition-
Triggered CED method, which is a variation of duplication
wherein the area overhead is reduced by allowing hazards
in the duplicate circuit and eliminating the corresponding
redundant logic. The third one is the Berger code-based CED
method, which encodes the outputs of the controller with a
check symbol based on the Berger code. Although encoding
the outputs of an ABMM by using the Berger code is
straightforward, the key challenge is to ensure that the state
encoding adheres to the conditions required to realize an
ABMM implementation of the circuit and its Berger code
generator. To this end, we develop a state encoding method
which guarantees the existence of an inverter-free ABMM
implementation of the original circuit,' as well as an ABMM
implementation of the corresponding Berger code genera-
tor. Both Duplication-based CED and Transition-Triggered
CED are nonintrusive, that is, they only add hardware in
parallel to the original circuit, which is left intact, and, thus,
the performance is preserved. In contrast, Berger code-
based CED is intrusive since it requires state reencoding. As
a result, performance is slightly affected, yet the area
overhead is smaller, as corroborated experimentally.

The rest of this paper is organized as follows: In Section 2,
we review related work in CED for asynchronous circuits.
In Section 3, we briefly describe the class of ABMMs. In
Section 4, we discuss the challenges of applying synchro-
nous CED methods to ABMMs and present the proposed
solutions. Then, in Sections 5, 6, and 7, we describe the
Duplication-based CED, Transition-Triggered CED, and
Berger code-based CED methods for ABMMs, respectively.
Finally, in Section 8, we assess experimentally the area and
performance overhead of the presented methods and
discuss their effectiveness.

2 REeLATED WORK

Several CED methods for asynchronous circuits have been
previously proposed in the literature, none of which,
however, is applicable to ABMMs. In [5], the authors
investigate the applicability of Duplication-based CED to
asynchronous circuits and show that comparison synchro-
nization can be performed using a modified comparator
that exploits the local synchronization protocols that exist in
many asynchronous circuits. A time window is utilized
within which the original circuit and its duplicate should
both arrive at the same state. The use of a time window,
however, results in the masking of some performance-
related faults. Thus, a dedicated hardware monitor is also
required in order to detect these malfunctions.

1. Berger code-based CED methods require circuit implementations
wherein inverters are only allowed on the primary inputs.
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In [6], a CED method for Quasi Delay-Insensitive (QDI)
circuits is proposed based on unordered codes. A code is
unordered if no code word u is contained in another code
word v (that is, u C v), where v C v if v has a 1 in every bit
position where u has a 1. Examples of unordered codes are
the one-hot encoding and the dual-rail code, which is
typically used to encode the inputs and outputs of QDI
circuits. Since the inputs and outputs of a QDI circuit are
encoded using unordered codes, which naturally leads to
an inverter-free realization of these circuits, any single fault
in the circuit will produce a noncode word at the output.
Moreover, a spacer (00...0) appears at the output of the
QDI circuit between working phases and is used by a
Completion-Detection (CD) circuit to indicate the validity of
the results. Several CD implementations have been pro-
posed in the literature. In [7], the feasibility of designing
VLSI decoders to implement the CD test on asynchronous
buses is investigated. In [8], the authors present an activity-
monitoring CD method which detects completion if no
transitions are observed in the circuit within a period of
time and a transition-monitoring CD method which
guarantees the detection of all glitches in the completion
logic. Finally, an efficient and systematic method to perform
CD by using multioutput threshold logic is presented in [9];
an in-depth discussion of various CD strategies can be
found in [10].

CED methods have also been proposed for asynchronous
circuits through the use of the Differential Cascode Voltage
Switch (DCVS) logic [11], [12], which is used to generate
handshaking signals between interacting asynchronous
modules. In [11], the authors utilize the handshaking
signals of the DCVS logic to design a self-checking majority
voter. The self-checking majority voter is implemented
using a dual voter with self-checking capabilities: The
handshaking signals are used to assert the self-checking
signals of the voter if the monitored data is not comple-
mentary. In [12], a CED method is presented for the class of
self-timed VLSI pipelines implemented using DCVS logic.
A checker, composed of a tree of dual-rail comparators,
compares the signal pairs from the DCVS logic of the
pipeline stages to detect errors. In [13], a mixed-signal
approach to perform CED for self-timed circuits is
proposed. The authors argue that logical faults in these
circuits might be undetectable at the primary outputs. Thus,
performing CED by using logic (voltage) monitoring would
not be effective for all possible faults. A study on the
feasibility of performing CED for these circuits by using a
Built-In Current Sensor (BICS) is therefore presented.

More recently, a CED method for asynchronous inter-
faces in globally asynchronous locally synchronous circuits
is described in [14]. A checker design is proposed to
monitor the handshake control signals at the asynchronous
interface of these circuits. If a fault is present, then the
system halts and a timeout circuit is used to detect and
indicate it. The concurrency of the CED method in [14] was
improved in [15]: Whenever the checker detects an error in
the handshake control signals exchanged between circuits
interacting through their asynchronous interface, D flip-
flops are used to latch the error information and report it
immediately.
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Inputs: a, b, c, d
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Fig. 1. Example of a symbolic state transition table for defining an ABMM.

Although the above methods sufficiently address the
problem of CED in the classes of asynchronous circuits that
they were developed for, there are two factors that limit
their applicability in ABMMs. First, all of these methods
assume the existence of explicit completion signals and
utilize them in order to synchronize correctness checking.
ABMMs, however, operate without completion signals and,
therefore, these CED methods cannot be applied. Second,
these methods assume that all errors of interest will result in
a functional discrepancy. However, ABMMs contain re-
dundant logic wherein transient errors may result only in
hazards but no functional discrepancy at the output. Such
hazards jeopardize the correct communication of the circuit
with its environment and therefore should also be detected.
These two limitations motivate the need for development of
CED methods specific to ABMMs and pinpoint the
contributions of this work.

3 ASYNCHRONOUS BURST-MODE MACHINES

ABMMs are widely used for designing asynchronous
controllers [16], [17], [18], [19] since they promise improved
characteristics as compared to their synchronous counter-
parts. For example, the performance of a burst-mode
implementation of an instruction decoder has been reported
as three times better than the performance of a highly tuned
synchronous version [20]. Moreover, their low power
consumption makes them highly useful in portable applica-
tions [21]. In this section, we briefly introduce their
fundamentals, we outline the synthesis process for realizing
an ABMM implementation from a given Finite-State
Machine (FSM) description, and we give an example.

3.1 Fundamentals

ABMMs constitute a class of Huffman circuits [22] that is
widely used for designing asynchronous controllers [16],
[17], [18], [19]. Huffman circuits consist of a set of
combinational functions, computing the next state and
output of the circuit, and a set of feedback lines, storing the
state of the circuit. No clock and no state registers are used
in these circuits; however, delay elements are often added
to eliminate essential hazards® [23]. Given the absence of a
clock, communication protocols are needed to ensure correct
interaction between an asynchronous circuit and its
environment. These protocols define the properties of the
stimuli that the environment is allowed to provide to the
circuit, as well as the properties of the responses that the

2. Essential hazards arise when a state change completes before the input
change is fully processed. To prevent this early state change from
propagating through the combinational logic, delay may be added to the
feedback.

circuit will generate. Based on these protocols, various
classes of asynchronous circuits are defined.

The key aspect of the protocol used in ABMMs, as
indicated by their name, is that the interaction between the
circuit and its environment happens in bursts. An input burst
is defined as a set of bit changes in one or more inputs of the
circuit, which are allowed to occur in any order and without
any constraint in their relative time of arrival. Once an input
burst is complete, and only then, the circuit responds to the
environment through a hazard-free state and output
change. We emphasize the protocol requirement for
hazard-free state and output changes. Since no clock is
used, synchronization between the circuit and its environ-
ment is based on the fact that any change in the state or
output of the circuit signifies completion of an evaluation
cycle. Therefore, all hazards should be eliminated to ensure
correct interaction of an ABMM with its environment. In
order to implement a circuit that complies with the
aforementioned communication protocol, two features are
added during synthesis. First, in order to make the
functionality of the circuit critical race-free,®> dichotomies
are added to constrain the binary state encoding of the
circuit [24]. Consequently, the resulting state codes ensure
that a transition between two states never reaches a
transient state with a different destination state for the
current input. Second, to make the next state/output
functions hazard-free, redundant implicants are added to
their implementation [25].

ABMMs have been extensively studied and are particu-
larly popular in the asynchronous community, partly due to
the availability of MINIMALIST [16], [17], [18], [19], which
is a comprehensive burst-mode logic synthesis and optimi-
zation package. MINIMALIST produces a hazard-free
ABMM implementation as long as the following two
constraints are satisfied: First, input bursts at any given
state should be nonempty and should unambiguously
decide the next state; hence, no input burst should be a
subset of another input burst. This constraint is called the
maximal set property. Second, every state should be entered
using a unique input burst. This constraint is called the
unique entry point. If the specifications of a controller satisfy
the above constraints, then an ABMM implementation is
guaranteed to exist and MINIMALIST produces the mini-
mal-cost hazard-free logic implementation.

3.2 Example

An ABMM is described using a state transition table such as
the one shown in Fig. 1. The rows in the table correspond to
the current symbolic state, the columns correspond to the

3. A critical race hazard exists if two state variables change value and
the machine’s next state depends on the order of arrival of these changes
[22], [23].
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Fig. 2. ABMM implementation of the example.

inputs, and the entry indicates the next state and the
outputs. For example, suppose that the circuit is in state .S.
Then, an input burst of 1010 will cause a transition to
state Sy and will generate an output of 00. Let us now
assume that the next input burst is 1001 (that is, input c is
lowered and input d is raised) and that ¢ is lowered first
and, then, d is raised (that is, 1010 — 1000 — 1001). The
circuit responds only after the input burst is complete, so,
between the time that c is lowered and the time that d is
raised, the next state and output bits do not change. Once
the input burst is complete, the circuit makes a transition to
state Sy and computes the output, which, in this case,
happens to remain the same, that is, 00.

We note that, depending on the encoding of the states, a
critical race may occur during this transition. For example,
if the states are encoded as Sy = 00, S; =01, and S, = 11,
then the transition from S5 to Sy may go through a transient
state of 01, which is the state encoding of 5. In combination
with the current input burst of 1001, this will produce a next
state of 57 and an output of 10, both of which are incorrect.
Thus, this state encoding would be invalid and is avoided
through the use of dichotomies [24].

A dash in a table entry signifies that the corresponding
combination of current state and input is not permitted by
the communication protocol between the circuit and the
environment. For example, if the circuit is in state .S;, then
an input burst of 0010 is not allowed to occur. The synthesis
process of MINIMALIST starts by performing state mini-
mization on the symbolic state transition table constrained
such that the reduced state transition table has a hazard-free
logic implementation [19]. In the example in Fig. 1, the state
transition table is already minimal. Next, dichotomies are
added to ensure a critical race-free state encoding. Solving
the dichotomies results in the state encoding S = 00,
S1 =01, and S, =10 for the example circuit and the
symbolic states are replaced by their binary values. The
last step is to generate a minimal-cost hazard-free imple-
mentation of the circuit [18]. Fig. 2 shows the resulting
ABMM implementation of the example, which includes
some logic redundancy to ensure hazard-free operation.

4 CED IN ABMMs: CHALLENGES AND SOLUTIONS

The general structure of a CED method for synchronous
circuits is illustrated in Fig. 3. CED is typically based on an
invariant property of the circuit, which is generated through
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Property
Checker
ORIGINAL Outputs Clock
CIRCUIT >
Error
Inputs Flip-Flop
INVARIANT | Invariant
PROPERTY | Property
GENERATOR

Fig. 3. General structure of synchronous CED methods.

additional hardware. Examples of such invariant properties
include the output of the circuit itself (duplication), the
parity of the output [2], [26], the encoding of the output by
using Error-Detecting Codes (EDCs) [27], [28], and the
value of internal gates [29], [30]. A property checker
determines whether the invariant property of the output
produced by the monitored circuit matches the one
generated by the property generator. An error signal
indicates a mismatch between the circuit and the invariant
property generator and a flip-flop latches the error signal at
the end of the clock cycle. Since the checker is crucial to the
correct operation of CED methods, self-checking checkers
are commonly used [31], [32], [33].

ABMMs pose two additional challenges over and above
their synchronous counterparts for effective CED. The first
challenge arises from the fact that the ABMM and the
invariant property generator operate asynchronously and
there is no clock to indicate when their combined output
should be checked. Therefore, in order to avoid false
alarms, a checking synchronization method is required. The
second challenge arises from the fact that, functionally,
redundant hardware is included in ABMMs in order to
ensure their hazard-free operation. As a result, there exist
errors that will only cause hazards but no functional
discrepancy at the state or output bits. Therefore, additional
provisions for performing error-induced hazard detection are
required. In this section, we elaborate on these two
challenges and propose solutions to enable CED in ABMMs.

4.1 Checking Synchronization

The lack of a synchronizing clock introduces uncertainty as
to when to check the responses of the ABMM and the
invariant property generator. Therefore, commonly used
synchronous CED methods such as Duplication-based CED
cannot be directly applied on ABMMs without enforcing
that the outputs be checked only when both have finished
computation; otherwise, false alarms may occur. Process
variations, input skew, and the sheer fact that the two
circuits are separate entities are a few of the reasons why
two identical circuits may operate with different delays.
Therefore, in order to avoid false alarms, a checking
synchronization method is required.

In error-free operation, the output of the invariant
property checker constitutes a valid check as long as the
outputs of the ABMM and the invariant property generator
are not making a transition. Based on the definition of
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Fig. 4. Symbolic state transition table for the TPF.

ABMMs, these outputs are steady during an input burst
and only change after the input burst is complete. Thus, any
transition during the input burst can be safely attributed to
an error and can be detected by activating the invariant
property checker throughout this period. When the input
burst is complete, however, the ABMM and the invariant
property generator operate asynchronously. Thus, during
the period between the end of an input burst and the
beginning of the next, the invariant property checker is
deactivated. Once the new input burst starts, the checker is
reactivated to detect any errors in the previous output burst.

In order to deactivate the checker in between input
bursts, we use a TPF, which signifies the end of an input
burst. Since the TPF controls the checker, its implementa-
tion must be hazard-free to ensure that no false positives or
false negatives occur. Therefore, the TPF is implemented as
an ABMM. The TPF is defined for every specified entry in
the state transition table of the ABMM and obtains a logic
value of “1” when the current input burst and state
combination result in a state transition and/or a change at
an output and a logic value of “0” otherwise. For all input
bursts that are composed of k bit changes, where k£ > 1, the
above definition implies that the TPF is lowered when the
first bit changes and then raised again when the input burst
is complete. Hence, such an input burst results in multiple
output bursts, which violates the maximal set property and
the unique entry point constraints of ABMMs. In order to
satisfy these constraints, input bursts with & bit changes are
decomposed into k input bursts with a single bit change.
Each of these k input bursts lowers the TPF and makes a
state transition into a dummy state. Then, an input burst
with the remaining £ —1 bit changes is added to every
dummy state in order to raise the output and make a
transition to the next state to which the original input burst
would lead. Therefore, the modified input bursts will
unambiguously decide the next state and output and,
hence, the maximal set property is satisfied. Moreover,
every state in the specification of the TPF can be entered
using a unique input burst and, hence, the unique entry-
point constraint is also satisfied. Since both constraints are
satisfied, a hazard-free ABMM implementation of the TPF is
guaranteed to exist.

Example. Consider the controller described in Fig. 1, which
has the TPF, shown in Fig. 4. All of the input bursts defined
for states Sy and S; have a single bit change and resultin a
state transition and/or a change in the output. Therefore,
all the defined entries in the state transition table of the TPF
for Sy and S; have an output of “1.” S;, on the other hand,
has an input burst with two bit changes. Hence, this input
burstis replaced with two inputbursts, each of which has a
single bit change. The input bursts that are added to S
lower the output and lead to a state transition to two

dummy states: S; and S,. In each of these two states, an
input burst consisting of the remaining bit changes from
the original input burst is added. The input burst in S3 and
the input burst in S; will both raise the output and make a
transition to state S.

4.2 Detection of Error-Induced Hazards

Logic redundancy in ABMMs prevents hazards from
occurring during error-free operation, as required by the
communication protocol between an ABMM and its
environment. As a result, some errors may cause only
hazards but no functional discrepancy, so they cannot be
detected by checking an invariant property of the output.
Therefore, in order to monitor the correct interaction of the
circuit and its environment, a hazard detection method is
also required.

Example. Assume that the current state in the circuit in
Fig. 2 is S; and the input changes from 1100 to 1000.
Then, the next state should become S; and output X
should obtain a logic “1” value, as indicated in Fig. 1.
However, if an error inducing a logic value of “0” at the
output of gate G4 occurs, then a hazard will appear at
output X. This is illustrated in the timing diagram in
Fig. 5, wherein dotted lines represent the logic values in
the absence of this error. In this example, the change of
input b affects the next state function Y; before the
change in gate ('3 reaches Y;. During that time, Y] is at
the logic value of “1” due to gate G4. Hence, an error in
gate G, will generate a hazard at Y;. Subsequently, the
hazard at Y; will propagate to the output of gate Gj,
which, in turn, will result in a hazard at output X of the
circuit. Thus, an error at gate G4 will cause a hazard at
Y1, G3, and output X but no functional discrepancy at
any state or output signals.

Y,=b+G+G,;+G, X=G+G,

Fig. 5. Timing diagram illustrating a hazard.
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Fig. 6. Hazard detection circuit.

The number of errors that cause only hazards at the
output of an ABMM can be quite substantial, exceeding
30 percent in many circuits. In order to detect error-induced
hazards, a mechanism to monitor and indicate the occur-
rence of multiple transitions at any output of the ABMM is
required. This can be performed using the HDC illustrated
in Fig. 6. This circuit monitors the ABMM by using a
separate feedback loop for each output. A feedback loop
latches a logic “1” value whenever a transition is detected
on the corresponding output. We remind that the outputs of
an ABMM are expected to change only after the input burst
is complete, at which point they make hazard-free transi-
tions. Thus, if a second transition is detected on the same
output before a new input burst occurs, then the hazard
signal is asserted. As soon as a new input burst occurs,
however, the latched transitions must be reset. For this
purpose, the change detection circuit (CDC) in Fig. 7 is used
to generate a short reset pulse after each input change,
which forces the feedback loops to latch a logic “0” value
every time an input changes, thus clearing the latched
transitions.

The operation of the HDC is illustrated using the PSpice
timing diagram in Fig. 8. We simulate the functionality of
the HDC when a hazard appears at one of its inputs, which
amounts to observing a hazard at the corresponding
monitored output of the ABMM. In this example, the input
makes its first transition at time 1ns and the feedback loop
detects the transition and latches a logic “1” value in the
feedback signal. Then, a second transition is detected at
time 2ns and the hazard signal is asserted shortly after.
Finally, the timing diagram also illustrates the behavior of
the circuit when a new input is applied at time 4ns, which
resets the transition latched in the feedback loop.

1(Delayed) I1 (Delayed)

Change,

Change

In(Delayed)

Change,

Fig. 7. Change detection circuit.
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Fig. 8. Timing diagram illustrating the operation of the HDC.

In order to latch a transition in the feedback loop, the
width of the hazard must be larger than the delay of the
AND and OR gates used in the feedback loop. This width
depends on the delays of gates internal to the circuit. In case
that it is not adequately large, the design in Fig. 6 can be
modified to detect hazards with smaller widths by appro-
priate transistor sizing of the gates used in the feedback
loop. Finally, we note that the HDC does not have to
monitor the state lines. A hazard on a state line will always
result in either a functional error or a hazard at the output
lines. Thus, monitoring the output lines suffices for
detecting all error-induced hazards in the circuit.

5 DupLICcATION-BASED CED

The Duplication-based CED method is illustrated in Fig. 9.
In order to perform Duplication-based CED for ABMMs, a
replica of the ABMM is used as an invariant property
generator and a comparator checks the results of the two
circuits to identify any error-induced functional discrepan-
cies. Then, the ABMM implementation of the TPF is added
to enable/disable the comparator based on the checking
synchronization method described in Section 4.1. Subse-
quently, the HDC, including the CDC, is added to indicate
the occurrence of errors that only cause hazards but no
functional discrepancy in the original circuit. Since the
duplicate circuit does not interact with the environment,
hazard detection in the duplicate circuit is not required.

Change
Detection Circuit

Hazard
y Detection Circuit
> Transition
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o
Outputs| o
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A
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Fig. 9. Duplication-based CED.
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States 0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100 1101 1110 1111
S, So,00 - - - - - - - Sp,01 So,00 S,,00 - S4,00 - - -
S, So,00 - - - - - - - S4,10 Sy, 11 - - S4,00
s, - - - - - - - - -~ | 5000 | 5200 | -— -

Fig. 10. Symbolic state transition table for the optimized duplicate.

Finally, a few glue-logic gates (G-G3) are used to generate
the error output. The error signal is asserted in the
following scenarios: 1) The comparator detects a mismatch
between the outputs of the original and the duplicate circuit
after a new input burst is applied, in which case G;
indicates an error, 2) the comparator detects a mismatch
between the outputs of the original and the duplicate circuit
during an input burst, in which case G, indicates an error,
or 3) a hazard is detected at the outputs of the original
circuit by the HDC, in which case G indicates an error. The
above error detection scenarios collectively provide com-
plete detection ability for all functional errors and hazards
in the circuit.

6 TRANSITION-TRIGGERED CED

In an effort to reduce the area overhead of the duplicate
circuit used in Duplication-based CED, we propose in this
section a Transition-Triggered CED method, which is
illustrated in Fig. 11. Our method starts with the observa-
tion that hazards in the duplicate circuit do not affect the
communication protocol between the original circuit and
the environment. Therefore, the redundant logic used to
make the original circuit hazard-free is not necessary in the
duplicate circuit as long as the CED operation is not
compromised. By allowing hazards to occur in the duplicate
circuit, its logic implementation can be optimized, which
results in reducing its area cost. Hazards on the feedback
lines of the optimized duplicate, however, jeopardize the
operation of the asynchronous circuit since a hazard may be
misinterpreted by the circuit as a change in state. To avoid
this problem, multiplexers are utilized on the state lines of
the optimized duplicate circuit to select between the current
state and the next state. The multiplexers are controlled
using the TPF and the CDC to select the next state only
when the input burst is complete.

> Hazard
| Detection Circuit
. Change
""| Detection Circuit Change
> Detection Circuit
Transition
Prediction Function
Outputs c
Inputs Original o
Circuit M Error
P G1
————1 .
R
— Outputs | 5 q G,
Optimized T
> Duplicate o
R
Next L
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Fig. 11. Transition-triggered CED.

Interestingly, the TPF can be used in conjunction with
the CDC to further reduce the cost of CED. The TPF
indicates when changes should occur at the next state and/or
output signals, whereas the CDC in Fig. 7, when added to
the output lines, indicates when such changes actually occur
at the outputs of the circuit. Hence, an error in the original
circuit would result in a mismatch between these two
signals during input bursts and will be detected using G.
Therefore, the result of the comparator becomes necessary
for G only after an input burst is complete and, thus, the
functionality of the optimized duplicate can be considered
as “don’t care” for incomplete input bursts, allowing
further logic optimization. The state transition table of the
optimized duplicate for the example in Fig. 1 is illustrated
in Fig. 10. In contrast to the table in Fig. 1, only entries with
a change in the next state and/or output lines are defined
for the duplicate circuit; the rest are “don’t cares.”

Transition-Triggered CED indicates an error in the
following scenarios: 1) The output of the original ABMM
changes and the TPF indicates no expected change at the
output, in which case G indicates an error, 2) the comparator
detects a mismatch between the outputs of the original and
the duplicate circuit after a new input burst is applied, in
which case (G5 indicates an error, or 3) a hazard is detected at
the outputs of the original circuit by the HDC. Similarly to
Duplication-based CED, the above error detection scenarios,
collectively, provide complete detection ability for all func-
tional errors and hazards in the circuit.

The design of the optimized duplicate, the TPF, and the
state multiplexers is similar to asynchronous design styles
with local clocking [34], [35]. The proposed Transition-
Triggered implementation is mostly similar to the work of
Nowick and Dill [36], [37] on the design of ABMMs using a
local clock. The method proposed in [36] and [37] is for the
design of a standalone asynchronous machine that interacts
with the environment and, thus, is hazard-free. In contrast,
the proposed method is used in the CED circuitry and,
hence, hazards in the duplicate circuit are allowed as long as
these hazards do not interfere with the detection of errors.

7 BERGER CoDE-BAsep CED

In this section, we first briefly review the Berger encoding.
Then, we discuss the fwo key components necessary to design
a Berger-encoded ABMM: 1) an inverter-free implementa-
tion of the original ABMM and 2) an ABMM implementa-
tion of the Berger code generator. Finally, we present the
complete Berger code-based CED method for ABMMs.

7.1 Berger Encoding

In the Berger code [27], which is an optimal systematic All-
Unidirectional Error-Detecting (AUED) code, the r informa-
tion bits are encoded using k check bits to form an n-bit
code word, where n = r + k. The k-bit check symbol is the
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complement of the binary representation of the number of
1s in the information bits and, hence, k = [log(r + 1)]. In a
Berger-encoded circuit, single errors lead to a noncode
word as long as they result in transitions in either the 0 — 1
or the 1 — 0 direction at the output but not both. The
authors in [28] show how this constraint can be enforced by
redesigning a circuit such that inverters only appear at the
inputs. Thus, all single errors will only cause unidirectional
effects at the r outputs. A Berger code generator is then
added to produce the k-bit check symbol. The r-bit output
of the inverter-free circuit, combined with the k-bit check
symbol of the Berger code generator, forms a Berger-
encoded word, the validity of which is checked using a
Berger code checker [31], [38].

In contrast to the circuits targeted in [28], ABMMs
impose additional constraints to realize a hazard-free
implementation and, therefore, new solutions tailored to
their particularities are required. In Sections 7.2 and 7.3, we
demonstrate how we can obtain 1) an inverter-free ABMM
implementation from a symbolic state transition table and
2) an ABMM implementation of the corresponding Berger
code generator.

7.2 Inverter-Free ABMM Implementation

The method in [28] generates an inverter-free implementa-
tion of an FSM by pushing the inverters of the combina-
tional logic to the inputs and by utilizing the inverted state
bits that are inherently available in the flip-flops of the state
register. In ABMMSs, however, this is not possible since the
state is stored in the combinational feedback and no state
register exists. To solve this problem, we propose to
reencode the states of the ABMM such that states are
uniquely distinguished without the need for inverted state
bits. We stress, however, that not all possible state
encodings can be used. As mentioned in Section 3.1, certain
constraints must be satisfied to guarantee the existence of a
hazard-free ABMM implementation.

MINIMALIST uses dichotomies [24] to represent the
constraints that must be satisfied by the state codes for an
ABMM implementation to exist. A dichotomy such as
(Groupy; Group,) specifies two groups of states that must be
distinguished from each other and a solution assigns a logic
value z to a bit in the state encoding of all the states in one
group, say, Group;, while assigning 7 to the same bit in all
of the states in the other group, Group,. MINIMALIST
encodes the states such that all of the dichotomies are
solved and, at the same time, the implementation cost of the
resulting ABMM is minimized. In the final encoding, a state
is distinguished from incompatible states through either a
positive identifier (that is, a bit that is assigned a logic “1” to
solve the dichotomy) or a negative identifier (that is, a bit
that is assigned a logic “0” to solve the dichotomy). The
latter results in inverters on the corresponding state lines. In
order to eliminate these inverters, we add to the dichoto-
mies generated by MINIMALIST three additional sets of
dichotomies and modify the state encoding procedure such
that only positive identifiers are used to solve all of these
dichotomies. We next describe the three sets of additional
dichotomies by using as an example the symbolic state
transition table in Fig. 1. MINIMALIST requires that the
state encoding satisfy the dichotomy (S)S5s;51) to ensure
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TABLE 1
Dichotomies Used to Generate the State Encoding of an
Inverter-Free ABMM Implementation

Dichotomies
Original Ist Set | 2nd Set 3rd Set
(5052;51) | (S03So0) | (S23S0) | (SoS13S0)
(So3S1) | (S2381) | (S0S1381)
(S05S2) | (S2382) | (S0S1;S2)
(S1;S0) (S0S2;80)
(S1;81) (S052;51)
(S13S2) (S0S2;S2)
(S1S03S0)
(5180581)
(S1S03S2)
(S2503S0)
(S280381)
(S2S03S2)

that no critical race exists for the state transition from Ss to
Sy. States Sy and S; have multiple single-bit-change input
bursts, whereas state S; has a single input burst with
multiple bit changes. The dichotomy (S5)S5;51) represents
the original set of dichotomies, as illustrated in Table 1.

The first set of additional dichotomies ensures that the
output function identifies the current state in states that
have multiple input bursts, without the need for detecting
inverted state bits. Thus, for each state that has multiple
input bursts and every other possible state, the first set of
additional dichotomies contains a state that has multiple
input bursts on the left side of the dichotomies and one of
the remaining states on the right side of the dichotomies.
For example, the first set for the example in Fig. 1 is
summarized under the second column in Table 1. The states
with multiple input bursts Sy and S; appear on the left side
of the dichotomies, whereas one of the other states is placed
on the right side.

The second set of additional dichotomies ensures the
hazard-free operation of the output function during an input
burst in states that have an input burst with multiple bit
changes, without the need for detecting inverted state bits.
Thus, for each state that has an input burst with multiple bit
changes and for every other possible state, the second set of
additional dichotomies contains a state with multiple bit
changes on the left side of the dichotomies and one of the
remaining states on the right side of the dichotomies. This is
illustrated under the third column in Table 1. For example,
since Sy has a single input burst with multiple input changes,
Sy appears on the left side of the dichotomies, whereas one of
the other states is on the right side.

The final set of additional dichotomies ensures that the
positive identifiers used to identify a state are not contained
in the state encoding of any possible transient state that may
appear during state transitions; otherwise, the logic detect-
ing the state might be activated during the state transition
and would result in a hazard and/or incorrect results. Thus,
for every state transition and state pair, the third set of
additional dichotomies contains a state transition on the left
side of the dichotomies and a state on the right side of the
dichotomies. For example, four state transitions exist in the
state transition table in Fig. 1 for the three different states,
which results in 12 state and state-transition pairs. For each
such pair, a dichotomy is added to the third set of
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additional dichotomies, as illustrated under the fourth
column in Table 1.

Finally, all invalid and redundant dichotomies are
deleted from the set of dichotomies. A dichotomy is invalid
if a state appears on both sides of the dichotomy and a
dichotomy is redundant if the states on the left and right
sides of the dichotomy are a subset of the states on the left
and right sides of another larger dichotomy in the three sets.
A state encoding that solves the larger dichotomy would
also solve the redundant dichotomy. For example, the
dichotomy (Sp;S1) in Table 1 is redundant since any state
encoding that satisfies (5).S3;.51) would also solve (Sp;S).
All of the invalid and redundant dichotomies are shown in
boldface in Table 1.

In order to generate a state encoding that satisfies all of
the above initial dichotomies, we follow the framework of
DICHOT [24] to derive an encoding with the minimum
number of bits. DICHOT computes the state encoding by
finding a set of prime encoding-dichotomies* with the
minimum cardinality that covers all of the initial dichoto-
mies, which is the classical unate covering problem. In
order to find a state encoding that provides an inverter-free
ABMM implementation, we modify the covering problem
such that a prime encoding-dichotomy covers a dichotomy
only if the resulting bit assignment solves the dichotomy by
using a positive identifier. For example, the state encoding
Sp =0011, S; =0110, and S, = 1001 solves all of the
dichotomies in Table 1 by using a positive identifier. The
new state encoding is provided to MINIMALIST, which
yields the inverter-free ABMM implementation. Finally, the
state encoding procedure is repeated for all prime encod-
ing-dichotomy sets with the minimum cardinality that
covers the initial dichotomies and the implementation with
the lowest area cost is selected. For the example in Fig. 1, the
inverter-free ABMM implementation shown in Fig. 12 is
generated.

7.3 ABMM Implementation of the Berger Code
Generator

Implementing the Berger code generator as an ABMM
requires that its symbolic state transition table satisfy the
two conditions mentioned in Section 3.1, namely, the
maximal set property and the unique entry point. In order
to build the symbolic state transition table for the Berger
code generator, we start from the symbolic state transition
table of the original ABMM. Specifically, for every defined
input burst in the state transition table of the ABMM, we
substitute the output burst with the corresponding check
symbol, that is, the complement of the binary representation
of the number of 1s in the output burst. Note that the Berger
code generator is defined based on the same input bursts of
the original ABMM and, hence, the maximal set property is
satisfied. Moreover, transitions between states in the
specification of the original ABMM are identical to
transitions between states in the specification of the Berger
code generator and, hence, the unique entry point require-
ment is also satisfied. Therefore, there will always exist an

4. A prime encoding-dichotomy of a given set of dichotomies is one that
is incompatible with all encoding dichotomies not covered by it. It
essentially provides the value of a single bit in the state encoding of all of
the states.
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Fig. 12. Inverter-free ABMM implementation.

ABMM implementation of the Berger code generator which
can be synthesized using MINIMALIST. For example, the
Berger code generator for the ABMM defined through the
symbolic state transition table in Fig. 1 is defined through
the symbolic state transition table in Fig. 13, based on which
MINIMALIST generates the implementation in Fig. 14.

7.4 Complete Berger Code-Based CED Method

Based on the above discussion, the complete Berger code-
based CED method for ABMMs is simple to describe and is
illustrated in Fig. 15. First, the inverter-free ABMM and the
Berger code generator are added and a Berger code checker
[31], [38] is used to indicate whether the output of the
ABMM and the output of the Berger code generator form a
code word or not. Then, the ABMM implementation of the
TPF is added to enable/disable the checker. Finally, the
HDC, including the CDC, is added and the same glue-logic
gates (G1-G3) used in the Duplication-based and Transi-
tion-Triggered CED methods are used here as well in order
to generate the error output. Similarly to the Duplication-
based CED, the Berger code-based CED indicates an error in
the computation in the following scenarios: 1) The output of
the original ABMM changes and the TPF indicates no
expected change at the output, in which case G; indicates
an error, 2) the comparator detects a mismatch between the
outputs of the original and the duplicate circuit after a new
input burst is applied, in which case G, indicates an error,
or 3) a hazard is detected at the outputs of the original
circuit by the HDC. The above error detection scenarios
provide complete detection ability for all functional errors
and hazards in the circuit.

8 EXPERIMENTAL RESULTS

We applied the proposed CED methods to a suite of
13 benchmark circuits that have been extensively used by
the asynchronous design community [16], [18], [37], [39],
[40], [41] and include several controllers used in industrial
designs. For example, the rf — control, hp —ir, pl, and p2
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Fig. 13. Example of the symbolic state transition table of the Berger code generator.

circuits are part of a low-power infrared controller that was
designed at Hewlett-Packard Laboratories as part of the
Stetson project [39], the pe — send —ifc circuit was also
designed at HP Labs and is part of a high-performance
adaptive routing chip used in the Mayfly parallel proces-
sing system [40], and the tangram — mixer, concur — mixer,
and while circuits are from the TANGRAM system project
at Philips Research Laboratories. The circuits are first
synthesized using MINIMALIST to generate an asynchro-
nous implementation in pla [42] format. The TPF specifica-
tion is derived, as discussed in Section 4.1, and is also
synthesized as an ABMM using MINIMALIST. The
optimized duplicate circuit used in Transition-Triggered
CED is produced using espresso [42] based on the specifica-
tion of the original circuit. Finally, the inverter-free
implementation of the original ABMM and the Berger code
generator are obtained, as described in Section 7.

We first present, in Section 8.1, the percentage of errors
that cause only hazards. Then, in Section 8.2, we compare
the overhead of the proposed CED methods. Finally, in
Section 8.3, we comment on the effectiveness and overhead
of the proposed CED methods.

8.1 Error-Induced Hazards

The percentage of errors that cause only hazards in
the benchmark circuits is illustrated in Table 2. In
small benchmark circuits such as concur — mizer and
opt — token — distributer, all errors cause an erroneous
response at the output since the implementation does not
contain any redundant logic and, hence, errors always
result in a functional discrepancy. In more complex circuits
such as pe — send — ifc and pl, more than 30 percent of all
possible errors cause only hazards. As the circuit specifica-
tion becomes more complex, more redundant logic is used
to make the circuit hazard-free and, thus, the percentage of
errors that cause only hazards also increases.
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Fig. 14. ABMM implementation of the Berger code generator.

8.2 Comparison between the CED Methods

The results are analytically presented for the individual
components of the three CED methods in Tables 3, 4, and 5.
In Table 3, we report the details of the circuits that were
used: name, number of inputs (I), number of states (S),
number of state bits (Bits), and number of outputs (O). We
also report the cost of the original circuit and its duplicate,
the TPF, the comparator, the CDC, and the HDC. The last
major heading summarizes the total literal and gate count of
the Duplication-based CED method. The gate count of the
circuits is normalized to the equivalent number of two-
input NAND gates. Similar information is reported for the
Transition-Triggered CED method in Table 4, with the key
differences residing in the cost of the optimized duplicate,
the multiplexers, and the slightly more expensive CDC.
Finally, in Table 5, we report additional information
relevant to the Berger code-based CED method, including
the cost of the resynthesized inverter-free implementation
of the circuit, the code generator, and the Berger checker.
Several observations can be made based on these results.
First, for a few circuits, the cost of the TPF is zero. This is
attributed to the simplicity of the specification of these
controllers, wherein every input burst is composed of a
single input change and, hence, the TPF always indicates a
transition. Second, the cost of the optimized duplicate
circuit used in Transition-Triggered CED is very close to the
cost of the original circuit for small benchmarks. For
example, this is the case for circuits concur — mizer and
hp —ir. In more complex circuits, such as while_concur and
rf — control, the cost of the optimized circuit is almost
50 percent of the cost of the original circuit. As the circuit
specification becomes more complex, the percentage of
redundant logic that can be saved by Transition-Triggered
CED also increases. Third, although the number of state bits
necessary for inverter-free ABMM is often twice the original
number of state bits, which is the worst-case scenario, the
inverter-free ABMM implementation increases the area cost
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Fig. 15. Berger code-based CED.
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TABLE 2
Percentage of Errors That Cause Only Hazards

Circuit Name % of Errors
concur-mixer 0.0%
martin-g-element 28.0%
opt-token-distributor 0.0%
pe-send-ifc 32.06%
tangram-mixer 15.79%
pl 31.90%
while_concur 23.15%
rf-control 14.76%
hp-ir 5.88%
while 23.61%

p2 26.90%

diffeq 18.45%
barcode 15.22%
Average 18.13%

by an average of only 50 percent over the original ABMM

implementation.
The implementation cost of the three CED methods is

compared in Table 6. Transition-Triggered CED saves an
average of only 3 percent over Duplication-based CED.
Sometimes, it is even more expensive. Berger code-based
CED saves an average of 15 percent over Duplication-based
CED and 11 percent over Transition-Triggered CED. In
some cases such as martin — q — element, the CED over-
head is reduced by 27 percent and 21 percent over
Duplication-based CED and Transition-Triggered CED,
respectively. With the exception of pe — send —ife, for
which the Berger code generator is expensive and Transi-
tion-Triggered CED is less expensive, the conjecture of these
results is that the Berger code-based method incurs the
lowest overhead for performing CED in ABMMs.
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Duplication-based CED and Transition-Triggered CED
preserve the performance of the ABMM since the original
circuit is left intact and the CED circuitry is added and
operates in parallel with it. Berger code-based CED, however,
requires the use of an inverter-free version of the original
ABMM and thus results in a reencoded and resynthesized
implementation that may operate at a different speed. For
ABMMs, the metric that is typically used to assess perfor-
mance is the output latency, which can be reasonably
approximated by computing the average number of literals
per output [41]. The last column in Table 5 compares the
performance of the inverter-free ABMM to the performance
of the original ABMM. The results indicate that the ABMM in
Berger code-based CED is, on average, less than 5 percent
slower than the original ABMM.

8.3 Discussion

All three CED methods proposed herein provide complete
coverage of all single errors in the monitored circuit,
independent of whether the result is a functional discre-
pancy or only a hazard endangering communication with
the environment. With regard to their effectiveness on
potential errors in the circuitry added solely for CED
purposes, we remind the reader that the objective of CED is
to raise the error indication signal whenever the monitored
circuit is producing incorrect results. With this in mind and
under the single-event assumption, if the error is in the
monitored circuit, then the rest of the CED logic will be
error free and, therefore, the error will be detected.
Otherwise, if the error is anywhere else in the CED logic
(including the TPF, output comparator/checker, HDC, and
so forth), then the results reported at the outputs of the
monitored circuit will be correct. In this case, it is highly
likely, yet not guaranteed, that the error will also be

TABLE 3
Experimental Results for Duplication-Based CED
Circuit Original Dup TPF Comparator CDC HDC Total
Name 1/S(Bits)/O Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates
concur-mixer 3/3(2)13 26 16 26 16 29 17 28 14 15 8 22 12 154 87
martin-q-element 2/2(1)/2 14 9 14 9 1 0 22 9 10 5 14 8 83 44
opt-token-distributor 4/6(3)/4 74 41 74 41 1 0 38 19 20 11 29 16 244 132
pe-send-ifc 5/5(3)/3 110 58 110 58 134 79 28 14 15 8 22 12 427 233
tangram-mixer 3/2(1)2 17 10 17 10 1 0 22 9 10 5 14 8 89 46
pl 13/11(4)/14 | 458 238 458 238 135 76 138 69 70 41 104 59 1371 725
while_concur 4/4(2)/3 41 24 41 24 31 18 28 14 15 8 22 12 186 104
rf-control 6/6(3)/5 75 37 75 37 29 17 48 24 25 14 37 21 297 154
hp-ir 3/2(1)2 13 8 13 8 33 19 22 9 10 5 14 8 113 61
while 4/3(2)/3 27 16 27 16 1 0 28 14 15 8 22 12 128 70
p2 8/13(4)/16 349 192 349 192 1 0 158 79 80 47 119 67 1066 581
diffeq 14/9(4)/20 345 189 345 189 118 66 198 99 100 59 149 84 1263 690
barcode 13/11(4)/17 327 172 327 172 160 85 168 84 85 50 127 72 1202 639
TABLE 4
Experimental Results for Transition-Triggered CED
Circuit Original Opt. D Muxes TPF Comparator CDC HDC Total
Name Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates
concur-mixer 26 16 22 14 4 2 29 17 28 14 18 9 22 12 157 88
martin-g-element 14 9 12 7 2 1 1 0 22 9 13 5 14 8 86 43
opt-token-distributor 74 41 46 22 6 3 1 0 38 19 25 14 29 16 227 119
pe-send-ifc 110 58 48 27 6 3 134 79 28 14 28 15 22 12 383 211
tangram-mixer 17 10 13 8 2 1 1 0 22 9 18 8 14 8 95 48
pl 458 238 185 99 8 4 135 76 138 69 80 50 104 59 1116 599
while_concur 41 24 21 12 4 2 31 18 48 24 23 12 22 12 198 108
rf-control 75 37 34 19 6 3 29 17 48 24 35 20 37 21 272 145
hp-ir 13 8 10 6 2 1 33 19 22 9 18 8 14 8 120 63
while 27 16 13 9 4 2 1 0 28 14 23 12 22 12 126 69
p2 349 192 239 126 8 4 1 0 158 79 57 38 119 67 939 510
diffeq 345 189 282 154 8 4 118 66 198 99 91 60 149 84 1199 660
barcode 327 172 269 137 8 4 160 85 168 84 82 53 127 72 1149 611

Authorized licensed use limited to: Yale University. Downloaded on December 30, 2008 at 20:46 from IEEE Xplore.

Restrictions apply.



796 IEEE TRANSACTIONS ON COMPUTERS, VOL. 56, NO.6, JUNE 2007
TABLE 5
Experimental Results for Berger Code-Based CED
Circuit Inverter-Free Code Generator TPF Checker [31] CDC HDC Total Performance
Name 1/S(Bits)/O Lit. Gates T Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Lit. Gates Overhead
concur-mixer 33G)3 52 29 T | 22 13 29 17 4 2 15 3 22 12 152 85 7.69%
martin-g-element 212(2)/2 20 11 1 3 1 1 0 3 2 10 5 14 8 59 31 5.56%
opt-token-distributor 4/6(5)/4 106 57 2| 32 18 1 0 5 3 20 11 29 16 201 109 7.81%
pe-send-ifc 5/5(5)/3 153 79 2 | 128 67 134 79 5 3 15 8 22 12 465 252 10.82%
tangram-mixer 3/22)2 24 15 2 [ 17 10 1 0 4 2 10 5 14 8 78 4 5.88%
pl 13/118)/14 | 615 | 320 | 3 | 200 108 135 76 1 5 70 41 104 59 1143 613 1.76%
while_concur 4/4(4)3 59 33 1 19 11 31 18 4 2 15 8 22 12 158 88 2.08%
rf-control 6/6(6)/5 86 48 1| 24 14 29 17 5 3 25 14 37 21 224 121 4.23%
hp-ir 3/2(2)2 23 14 1 11 5 33 19 3 2 10 5 14 8 102 57 3.85%
while 433)3 49 28 1 5 2 1 0 4 2 15 8 22 12 104 56 3.92%
p2 8/13(8y16 | 458 | 238 | 3 | 140 74 1 0 12 6 80 47 119 67 818 436 1.84%
diffeq 14/98)20 | 419 | 224 | 3 | 211 112 118 66 14 7 100 59 149 84 1019 | 556 0.83%
barcode 1311817 | 449 | 232 | 3 | 181 98 160 85 12 6 85 50 127 72 1022 | 547 1.74%
TABLE 6
Comparison between the Proposed CED Methods (Percentile Cost Reduction)
Circuit Transition-Triggered | Berger code-based Berger code-based
Name vs. Duplication vs. Duplication vs. Transition-Triggered
concur-mixer —1.95% 1.30% 3.19%
martin-q-element —3.62% 28.92% 31.40%
opt-token-distributor 6.97% 17.62% 11.45%
pe-send-ifc 10.31% —8.90% —21.41%
tangram-mixer —6.74% 12.36% 17.90%
pl 18.60% 16.63% —2.42%
while_concur —6.45% 15.05% 20.20%
rf-control 8.42% 27.95% 21.32%
hp-ir —6.20% 9.74% 15.00%
while 1.56% 18.75% 17.46%
p2 11.91% 23.27% 12.89%
diffeq 5.07% 19.32% 15.01%
barcode 4.41% 14.98% 11.05%
Average Reduction 3.25% 15.15% 11.77%

detected. Should one be interested in guaranteeing its
detection, methods akin to the ones employed by the
analogous synchronous CED methods (that is, duplication
or dual-rail encoding of the cone of logic driving the error
signal and addition of a second error indication pin) may be
employed. Although some may consider such detection a
false positive, it is common practice in CED to err on the
side of caution, that is, to report the error even if it is not on
the monitored circuit but on the additional circuit used for
CED. We stress, however, that the most important property
is that the proposed CED methods never produce false
negatives, that is, they never fail to report an error on the
monitored circuit when one exists.

With regard to the area overhead incurred by the
proposed CED methods, at first glance, it appears to be
significantly higher than that of synchronous CED methods
[1]. However, we would like to be cautious in resorting to
such a quantitative comparison since it is rather misleading
due to two reasons. First, the overhead is significantly
inflated for small circuits due to the cost of the proportio-
nately large HDCs that are attached to the output pins. To
demonstrate this point, in Fig. 16, we plot the area overhead
of the proposed CED methods versus the original area cost of
the benchmark circuits. The curves indicate that the
percentile area overhead of the proposed CED methods
reduces as the complexity of the benchmark circuits
increases. Thus, we anticipate the area overhead will be
even lower for larger and more complex ABMMs, eventually
becoming comparable to the overhead of CED methods for
synchronous circuits. Second, and more importantly, the
proposed CED methods offer more robustness than their
synchronous counterparts. Specifically, they examine not

only the functional correctness of the results but also the
correctness of the communication between the circuit and
its environment. Synchronization of such communication
is distributed, as opposed to a centralized clock used in
synchronous circuits, the potential errors on which may
not be detected by synchronous CED methods. Finally,
although instantiating synchronous CED methods may be
easier than their asynchronous counterparts, this is most
likely an artifact of their narrower scope, as well as the
fact that the former are the outcome of several decades of
research, whereas the latter are merely taking their first
serious steps.

9 CONCLUSION

The lack of a global clock and the existence of redundant
logic to ensure hazard-free operation pose new challenges
in performing CED in ABMMs. As demonstrated in this

7x ® Duplication Overhead
6x X Transition-Triggered Overhead
1 B Berger code-based Overhead
5x
k-]
3
£ 4xq
[
8 3x]
2x7
1x]
0.8 1.3 1.8 23

Original Cost (log(# of gates))

Fig. 16. CED overhead versus area cost of the ABMM.
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work, the checking synchronization problem arising from
the lack of a global clock can be resolved through additional
hardware which exploits information inherent in the
operation of an ABMM. Similarly, hazard detection hard-
ware can be used to detect errors in the redundant logic
which cause only hazards but no functional discrepancy in
the operation of an ABMM. Thus, both the functional
correctness of the circuit and its correct interaction with the
environment can be monitored. The proposed comparison
synchronization and hazard detection methods enable the
adaptation of CED techniques from the synchronous
domain and ensure their effectiveness in ABMMs. Three
such methods, namely, Duplication-based CED, Transition-
Triggered CED, and Berger code-based CED, were devel-
oped and discussed herein. Among them, at the cost of a
minor impact on performance, Berger code-based CED
incurs the lowest area overhead, as indicated by experi-
mental results.
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