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Abstract—We discuss the problem of soft errors in asynchronous
burst-mode machines (ABMMs), and we propose two solutions.
The first solution is an error tolerance approach, which leverages
the inherent functionality of Muller C-elements, along with a
variant of duplication, to suppress all transient errors. The pro-
posed method is more robust and less expensive than the typical
triple modular redundancy error tolerance method and often even
less expensive than previously proposed concurrent error detec-
tion methods, which only provide detection but no correction. The
second solution is an error mitigation approach, which leverages
a newly devised soft-error susceptibility assessment method for
ABMMs, along with partial duplication, to suppress a carefully
chosen subset of transient errors. Three progressively more pow-
erful options for partial duplication select among individual gates,
complete state/output logic cones, or partial state/output logic
cones and enable efficient exploration of the tradeoff between the
achieved soft-error susceptibility reduction and the incurred area
overhead. Furthermore, a gate-decomposition method is devel-
oped to leverage the additional soft-error susceptibility reduction
opportunities arising during conversion of a two-level ABMM im-
plementation into a multilevel one. Extensive experimental results
on benchmark ABMMs assess the effectiveness of the proposed
methods in reducing soft-error susceptibility, and their impact on
area, performance, and offline testability.

Index Terms—Asynchronous burst-mode circuits, soft errors,
soft-error mitigation, soft-error susceptibility, soft-error tolerance.

1. INTRODUCTION

OFT ERRORS are emerging as a serious threat to the
S reliable operation of integrated circuits (ICs). When
high-energy neutrons or alpha particles strike a sensitive re-
gion in a semiconductor device, they generate a single-event
transient (SET) that may alter the state of the system, resulting
in a soft error. The projected increase in the Soft-Error failure
Rate (SER) of near-future CMOS technologies has sparked
numerous efforts to develop error protection mechanisms for
digital ICs [1]-[4]. Since the majority of commercial ICs avail-
able in the marketplace follow the clocked design paradigm,
most of these efforts target synchronous circuits. Yet, clockless
design has recently received increased attention, and several
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advanced asynchronous design styles have been carving an
increasing niche in the market [S5]. Moreover, due to their
low power consumption and electromagnetic noise emission,
asynchronous circuits are gaining a particularly strong foothold
in mission-critical applications, wherein reliability is key.

Soft-error protection techniques can be divided into error tol-
erance and error mitigation approaches. The former take an
expensive holistic approach and attempt to tolerate all SETs
in the circuit, while the latter aim to explore the tradeoff be-
tween the provided protection and the incurred cost. Unfor-
tunately, tolerance and mitigation methods developed for syn-
chronous circuits are not directly portable to the asynchronous
domain. Moreover, and while a few soft-error analysis, toler-
ance, and design hardening methods have been developed for
the class of quasi-delay-insensitive (QDI) circuits [6], [7], their
utility is limited in other classes, each of which presents its own
challenges.

This paper aims to provide an array of solutions for coping
with soft errors in the class of asynchronous burst-mode ma-
chines (ABMMs). Specifically, the contributions of this paper
include the following.

1) A duplication-based soft-error-tolerant ABMM design
methodology, which leverages the inherent functionality
of C-elements to reduce the cost and improve the robust-
ness of the triple modular redundancy (TMR) approach.

2) A soft-error susceptibility assessment methodology for
ABMMs, based on an enhanced version of a previously
developed asynchronous-circuit fault simulator [9].

3) A soft-error mitigation solution, based on the newly de-
veloped soft-error susceptibility assessment methodology.
Three alternative partial duplication options, which select
judiciously among individual gates, complete cones of
state/output logic, or partial cones of state/output logic,
are proposed in order to explore the tradeoff between area
overhead and SER reduction in ABMMs.

4) A gate-decomposition strategy, which maximizes the
ability of the decomposed structure to suppress soft errors
when a two-level ABMM is converted into a multilevel
equivalent. Formulated as an integer linear program (ILP),
the proposed method aims at maximizing logic masking
through efficient distribution of the input signals of each
decomposed gate to its constituents.

5) A halting-based test generation method that retains offline
testability for most faults in a soft-error-tolerant ABMM,
based on an extension of a previously developed test gen-
eration tool [10].

This paper is organized as follows. In Section II, we re-

view related work in soft-error tolerance and mitigation in
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asynchronous circuits. In Section III, we briefly introduce
ABMMs. In Section IV, we describe TMR and the proposed
duplication-based soft-error-tolerant ABMM design method.
In Section V, we devise a fault-simulation-based method
to compute soft-error susceptibility in ABMMs. Then, in
Section VI, we describe the proposed partial-duplication-based
soft-error mitigation solutions and their utility in effectively
exploring the design space. Next, in Section VII, we present our
gate-decomposition strategy for further reducing soft-error sus-
ceptibility in multilevel ABMMs. In Section VIII, we discuss
the offline testability of soft-error-tolerant ABMMs. Finally, in
Section IX, we assess experimentally the overhead incurred by
the proposed methods and demonstrate their ability to reduce
ABMM susceptibility to soft errors in a cost-effective manner.

II. RELATED WORK

Two main studies related to soft errors in asynchronous cir-
cuits have been previously performed [6], [7]. Both target the
class of QDI circuits, with the first focusing on soft-error toler-
ance and the second focusing on soft-error susceptibility anal-
ysis and hardening. In the following, we summarize these two
studies and outline the reasons due to which they cannot be di-
rectly applied to ABMMs.

Jang et al. [6] investigated the effect of soft errors on the op-
eration of QDI circuits. Their analysis reveals that a soft error
may not only produce erroneous output results but may also
lead the circuit to a deadlock state. Thus, a traditional TMR
approach cannot be employed to tolerate soft errors, since two
soft errors accumulated over time could deadlock two of the
replicas, rendering the TMR system ineffective. In order to make
a QDI circuit soft error tolerant, the authors propose a gate-level
fine-grain duplication and double-checking method; every gate
is duplicated, and each pair of nominally identical outputs is fed
to two C-elements [11]. A C-element is a state-holding compo-
nent that waits for all of its inputs to agree on a logic value be-
fore it changes its state to this value. Hence, a transient error at
a gate is blocked by the correct value of the duplicate gate and
does not propagate to the output of the C-element. While this
method could potentially be ported to ABMMs, the fine granu-
larity at which it is applied would result in very high overhead
since it would require two C-elements per gate. Instead, inspired
by this method, we propose a coarse-grain variant, which adds
significantly fewer C-elements.

Monnet et al. [7] were the first to quantify the susceptibility
of QDI circuits to soft errors. In their analysis, the circuit is di-
vided into two parts, namely, a computational logic part and a
memory part, which implements the communication protocol.
The global state of the circuit is defined as the state of all its
C-elements implementing the memory part. The sensitivity of
each C-element at any given time is defined in terms of the
number of errors that need to occur at its current inputs in order
for the C-element to enter an erroneous state. Sensitivities are
computed through simulating a typical workload profile using
standard event-driven simulators and recording the average time
that each C-element spends in a sensitive state. The sensitivity
of the circuit is then computed as the average time spent by the

C-elements in sensitive states. Subsequently, several hardening
techniques are proposed, based on duplication of the computa-
tional part and expansion of the C-elements, synchronization of
linked channels when available, and synchronization using a re-
dundant control circuit, when no linked channels are available.

While the aforementioned sensitivity analysis and hardening
methods are effective in QDI circuits, they cannot be applied to
ABMMs. First, sensitivity assessment in [7] is performed based
on C-elements. ABMMs, however, do not have C-elements but
employ combinational feedback instead. Second, ABMMs con-
tain redundant logic, wherein transient errors may result in haz-
ards but no functional discrepancy at the output [8]. Such haz-
ards jeopardize the correct communication of the circuit with
its environment. However, since this it not a concern in QDI cir-
cuits, such effects are not modeled in the sensitivity metric of
[7]. Therefore, new methods for soft-error susceptibility anal-
ysis and hardening are required for ABMMs.

III. ABMMs

In this section, we briefly review the fundamentals of
ABMMs, outline the synthesis process for realizing an ABMM
implementation from a finite-state-machine description, and
give an example (adapted from [8]).

A. Fundamentals

ABMMs constitute a class of Huffiman circuits [12], which
consist of a set of combinational functions, computing the next
state and output of the circuit, and a set of feedback lines, storing
the state of the circuit. No clock and no state registers are used in
these circuits; however, delay elements are often added to elimi-
nate essential hazards! [13]. Given the absence of a clock, com-
munication protocols are needed to ensure correct interaction
between an asynchronous circuit and its environment. These
protocols define the properties of the stimuli (response) that the
environment (circuit) is allowed to provide to the circuit (en-
vironment). Based on these protocols, various classes of asyn-
chronous circuits are defined.

The key aspect of the protocol used in ABMMs, as indicated
by their name, is that the interaction between the circuit and its
environment happens in bursts. An input burst is defined as a
set of bit changes in one or more inputs of the circuit, which
are allowed to occur in any order and without any constraint in
their relative time of arrival. Only after an input burst is com-
plete, does the circuit respond to the environment through a
hazard-free output change. We emphasize the protocol require-
ment for hazard-free output changes. Since no clock is used,
synchronization is based on the fact that any change in the output
of the circuit signifies completion of an evaluation cycle. There-
fore, all hazards should be eliminated to ensure correct interac-
tion of an ABMM with its environment.

ABMMs can be designed through burst-mode logic synthesis
tools, such as MINIMALIST [14]. While most of those yield
two-level ABMMs, some have also recently provided the capa-
bility to generate a multilevel implementation.

IEssential hazards arise when a state change completes before the input
change is fully processed. To prevent this early state change from propagating
through the combinational logic, delay may be added to the feedback.
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Fig. 1. Example of a symbolic state transition table for defining an ABMM.
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B. Example

An ABMM is described using a state transition table such as
the one shown in Fig. 1. The rows in the table correspond to the
current symbolic state, the columns correspond to the inputs,
and each table entry indicates the next state and the outputs. For
example, suppose that the circuit is in state Sy. Then, an input
burst of 1010 will cause a transition to state Sy and will generate
an output of 00. Let us now assume that the next input burst is
1001, i.e., input c is lowered and input d is raised, and that c is
lowered first and then d is raised, i.e., 1010 — 1000 — 1001.
The circuit responds only after the input burst is complete, so
between the time that ¢ is lowered and the time that d is raised,
the next state and output bits do not change. Once the input
burst is complete, the circuit makes a transition to state Sy and
computes the output, which, in this case, happens to remain the
same, i.e., 00.

A dash in a table entry signifies that the corresponding combi-
nation of current state and input is not permitted by the commu-
nication protocol between the circuit and the environment. The
synthesis process of MINIMALIST starts by solving the state
encoding problem, which is modeled as a set of dichotomies
[15] in order to derive a state encoding that allows a hazard-free
implementation. Solving the dichotomies results in the state en-
coding So = 00, S; = 01, and Sy = 10 for the example
circuit, and the symbolic states are replaced by their binary
values. The last step is to generate a minimal-cost hazard-free
implementation of the circuit [16]. Fig. 2 shows the resulting
two-level ABMM, which includes some logic redundancy to en-
sure hazard-free operation.

IV. SOFT-ERROR TOLERANCE IN ABMMS

Toward designing soft-error-tolerant ABMMSs, we first
examine the applicability and effectiveness of the traditional
TMR paradigm. As we discuss, TMR-based soft-error-tolerant
ABMM design is not only overly expensive but also incomplete

Fig. 3. TMR-based soft-error tolerance.

in terms of the provided soft-error tolerance. Then, building
upon the method proposed in [6] for QDI circuits, we introduce
a duplication-based method for designing soft-error-tolerant
ABMMs. This method not only overcomes the limitations of
TMR but also reduces the incurred area overhead, often even
below the cost of previous concurrent error detection (CED)
methods for ABMMs [8]. The proposed method is demon-
strated using the running example of Fig. 2.

A. TMR-Based Soft-Error Tolerance

TMR employs three copies of a given circuit and a majority
voter to decide the final output. Thus, any error(s) affecting only
one of the copies is tolerated. As has been done for tolerating
soft errors in both synchronous [17]-[19] and in asynchronous
[6] circuits, the majority voter module can be substituted by a
C-element. A C-element generates a rising (falling) transition
when rising (falling) transitions have occurred on all of its in-
puts. Thus, when the inputs to a three-input C-element are nom-
inally identical signals, a transient error in one of them will be
suppressed and will not change the output of the C-element. The
latter remains in its previous state until all three inputs to the
C-element make the same transition, after which the output of
the C-element follows.

The TMR-based soft-error-tolerant design method for
ABMMs is shown in Fig. 3. The original circuit is triplicated,
and C-elements are inserted at the state/output lines. When an
SET strikes in any one of the three replicas, these C-elements
prevent its effect from propagating to a state line or output.
However, transient errors in the newly introduced C-elements
cannot be tolerated. Specifically, a transient error that tem-
porarily changes the state of a C-element driving an output may
result in a hazard that can jeopardize communication of the
circuit with its environment. Moreover, a transient error that
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Fig. 4. Duplication-based soft-error tolerance.

temporarily changes the output of a C-element on a state line
may propagate through the combinational feedback back to its
inputs, as shown via the dotted lines in Fig. 3. Hence, all inputs
of the C-element will agree on the erroneous value, forcing an
incorrect permanent change in the state of the three copies and,
by extension, the state/output of the circuit. In other words, an
SET in a C-element driving a state line is far worse than an
SET in a C-element driving an output since it results in a chain
reaction of erroneous states, outputs, and, by extension, mis-
communication between the ABMM and the environment. This
limitation, along with the excessive cost incurred, makes TMR
a rather nonappealing option for designing soft-error-tolerant
ABMMs.

B. Duplication-Based Soft-Error Tolerance

In this section, we describe a duplication-based soft-error-tol-
erant design strategy that not only resolves the TMR problem of
soft errors striking the C-elements on state lines but also incurs
less area overhead. Unlike the combinational majority voter, a
C-element is a sequential element that effectively waits until
the error has ceased, which is permissible in an asynchronous
implementation. In other words, even if two out of the three
circuit copies in Fig. 3 produce soft errors, the C-element will
suppress both of these errors. Essentially, this implies that
tolerating single soft errors requires one replica only. This
observation is the basis of duplication-based soft-error toler-
ance methods previously proposed for synchronous circuits
[17]-[19] and for asynchronous circuits [6]. In the latter, a
fine-grain duplication and double-checking approach is taken,
as discussed in Section II. While applying this method to
every gate in an ABMM would be economically infeasible,
a coarse-grain variant at the state/output level is plausible, as
shown in Fig. 4. A replica of the ABMM and one C-element
for every pair of duplicate outputs is added, which ensures
that soft errors in one ABMM copy do not reach the outputs.
Moreover, a pair of C-elements is added to each state line (one
for the original ABMM and one for the replica), which ensures
that soft errors in one ABMM copy do not propagate back to
the ABMM and change its state/output.

This design still does not address the problem of SETs
striking the newly introduced C-elements. Strikes at output
C-elements may result in hazards, causing miscommunication

Inputs > Original

ABMM
—

Second Level First Level

Delay «— Outputs

Delay [<—

Duplicate
ABMM

Fig. 5. Tolerating SETs on state-line C-elements.

with the environment. Unfortunately, without changing the
environment (e.g., to process two copies of the output signal),
the last element driving the output is destined to be susceptible
to SETs. An even more serious problem, however, has to do
with SETs striking a C-element on a state line, which may
propagate through the ABMM copy driven by this C-element
back to its input and permanently change its state, as will be
illustrated through an example in the next section.

To resolve this limitation, we enhance the duplication-based
soft-error-tolerant design by adding a cross-coupled structure of
four C-elements to state lines, as shown in Fig. 5. This structure
prevents transient errors occurring in any of the state-line C-el-
ements from resulting in an erroneous state being latched. More
specifically, an error affecting a C-element in the first level of
the cross-coupled structure is suppressed by the C-elements in
the second level. Similarly, an error affecting a C-element in
the second level of the cross-coupled structure may propagate
through the one ABMM copy driven by this C-element but will
not result in an erroneous latched state. The reason for this is that
any state change will need to be agreed upon by both ABMM
copies, i.e., the output value of the first level of C-elements will
not change if its inputs mismatch. Thus, and once the transient
error affecting the C-element in the second level disappears, its
correct output value is restored.

In summary, the use of this cross-coupled structure allows the
enhanced duplication-based soft-error-tolerant design to sup-
press all transient errors in the two ABMM copies and in the
C-elements added to the state lines, making it more robust and
less expensive than TMR.

C. Example

The duplication-based soft-error-tolerant ABMM design for
the running example ABMM of Fig. 2 and the enhanced version
for suppressing soft errors on state-line C-elements are shown
in Fig. 6(a) and 6(b), respectively. Assume that the circuit is
in state S7 (encoded as 01) with an input of 1000. Then, as
annotated in the implementation of Fig. 6(a), a transient error
changing the state of the C-element that implements Y; from 1
to 0 would propagate through the top ABMM copy driven by
this C-element back to its input. Therefore, the value of Y7 in
the top circuit copy will remain at O, even after the transient
error disappears, since the current inputs to the C-element have



ALMUKHAIZIM et al.: SOFT-ERROR TOLERANCE AND MITIGATION IN ASYNCHRONOUS BURST-MODE CIRCUITS 873

"o B p» Feat

=0 L ' | | =0 | |°

d=0 L[>~ I r\1—>o F[>
Lo = [k e
—> | i~ W !
.

1
0
0

0 -

C 0
L
<
0 2 AR ==

0 [ element | gl
— ¥ %
L T 0
1

| R v
1

Yo
T
T—o0]
=0/ nt) gl

FEECIN

Fig. 6. Examples of duplication-based and enhanced duplication-based soft-error tolerance. (a) Duplication example for the circuit in Fig. 2. (b) Enhanced dupli-

cation for the circuit in Fig. 2.

now values of 0 and 1. On the other hand, the same transient
error occurring in the enhanced implementation of Fig. 6(b) will
change the state of the C-element to O but will be suppressed
by the C-elements in the second level. Since both inputs to the
affected C-element are 0, the erroneous state of the C-element
will be corrected once the transient error disappears. One can
also easily verify that an SET striking a C-element in the second
level of the cross-coupled structure may propagate through one
of the ABMM copies but will not reach the inputs of this C-el-
ement, as it is suppressed by the C-elements in the first level.

Assuming a rather expensive C-element implementation
using three two-input NAND gates [20], the cost of the en-
hanced duplication design of Fig. 6(b) is three times the cost
of the original circuit. In contrast, the cost of the TMR-based
soft-error-tolerant design of Fig. 3 is 3.6x the cost of the
original circuit and is less effective since it does not tolerate
errors in C-elements on the state lines. For an apples-to-apples
comparison, we note that if we substitute the cross-coupled
structures of four C-elements that provide this additional ro-
bustness with single C-elements, the cost drops to 1.8x the
cost of the original circuit, which is half the cost of TMR. We
also note that the incurred overhead is 10% less expensive than
that of the predominant CED method proposed in [8], despite
the fact that the latter only provides detection.

V. SOFT-ERROR SUSCEPTIBILITY ASSESSMENT

Despite its lower cost over TMR, many applications cannot
afford the duplication-based soft-error tolerance method.
Instead, there is a need for partial solutions that improve relia-
bility to a target level at commensurate cost [3], [4]. Devising
solutions that explore this tradeoff calls for the development
of a soft-error susceptibility assessment method for ABMMs.

Similar to methods for synchronous circuits, such soft-error
susceptibility assessment should take into account the factors
that prevent an SET from causing a soft error. In this section,
we first describe the masking factors of SETs in synchronous
combinational logic and contrast them to those in ABMMs.
Then, we extend a previously developed fault simulator [9] to
assess the potential of SETSs in causing logic errors or hazards
at the outputs of an ABMM. Finally, we describe how to
compute the soft-error susceptibility and SER of an ABMM
implementation.

A. Masking Factors

Three masking factors determine whether an SET in a syn-
chronous combinational circuit will propagate to the output and
result in a soft error [21]. First, there must exist a functionally
sensitized path from the SET location to the output of the circuit;
otherwise, the SET is logically masked. Second, the SET must
create a pulse of sufficient amplitude that does not get attenuated
by the electrical properties of successive gates before reaching
an output; otherwise, the SET is electrically masked. Finally,
the SET must appear at the output during the clocking window
of the output flip-flops; otherwise, the SET is latching-window
masked.

The specification and implementation properties of ABMMs
lead to the exclusion of two of the aforementioned masking
factors. ABMMs operate without a global clock, so latching-
window masking does not apply to these circuits. Also, we opted
to exclude electrical masking from our susceptibility analysis
for the following two reasons. First, since ABMMs are high-per-
formance controllers, their shallow paths provide minimal op-
portunity for electrical masking. Second, the effect of electrical
masking is not as significant as the effect of logical masking, as
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corroborated in a study by Boeing and SFA, Inc. [22]. The latter
concludes that, while there is an observable effect, it cannot be
generally assumed that electrical masking will significantly re-
duce the observed soft-error rate.

This leaves logic masking as the key mechanism for with-
standing SETs in ABMMs.2 In order to account for logical
masking, a fault-simulation-based approach is necessary for
assessing the soft-error susceptibility. Such fault simulation,
however, should take into account that SETs in ABMMs may
result not only in logic errors but also in hazards [8]. In order
to identify these SETs, a fault simulator tailored to the partic-
ularities of ABMMs is needed.

B. Fault Simulation in ABMMs

In order to compute the soft-error susceptibility of ABMMs,
we use SPIN-SIM [9]. SPIN-SIM is a logic and fault simulator
that extends Eichelberger’s classical hazard detection method,
improves simulation accuracy through the use of a 13-valued
algebra, maintains the relative order of causal signal transi-
tions, and unfolds time frames judiciously. While SPIN-SIM
was originally developed for speed-independent circuits, it
was later extended [23] for delay-insensitive circuits through
insertion of buffers to handle arbitrary delays on both gates
and wires, as well as for QDI circuits through transformation
of their isochronic forks into an equivalent speed-independent
circuit form. For the purpose of this work, we further enhanced
SPIN-SIM to simulate faults in ABMMs, so that it accounts
for both functional discrepancies and hazards occurring due to
SETs occurring in these circuits.

1) Simulation of asynchronous circuits: Unlike simulating
synchronous circuits, there are generally a set of unique chal-
lenges in simulating asynchronous circuits, i.e., detecting haz-
ards, handling timing constraints, and dealing with sequential
behavior.

Hazard detection is critical in simulating an asynchronous
circuit. Logic simulation algorithms developed for the syn-
chronous domain are inadequate for hazard detection as
latches/flip-flops mask their effect. The commonly used tech-
nique for hazard detection is multivalued logic, which has been
employed in simulation of asynchronous circuits and test gener-
ation for path delay faults [24]-[28]. The 13-valued algebra has
been particularly explored in SPIN-SIM since it can accurately
describe signal transitions. Moreover, the 13-valued algebra

2With two of the three masking factors excluded from significantly reducing
the soft-error susceptibility of ABMM:s, one might think that ABMMs are more
soft-error prone than synchronous designs, making the need for developing soft-
error tolerance and mitigation solutions for such circuits even more impera-
tive. Indeed, since ABMMs operate without a global clock, they are suscep-
tible to any SET that affects the correctness of its response at any point in
time. Synchronous designs, on the other hand, are susceptible to SETs that ar-
rive during the latching window of the memory elements only. However, syn-
chronous controller designs may have more sequential elements (latches or flip-
flops) than ABMMs since the latter store the state in the combination feedback.
Such memory elements are typically much more susceptible to SETs than logic.
In addition, signal interference (another source of transient errors) is typically
lower in asynchronous circuits than in synchronous circuits [5], possibly re-
ducing further the SET susceptibility of ABMMs. In short, the jury is still out
on this, and a comparative study between the susceptibility of an asynchronous
circuit and its synchronous counterpart is necessary before a conclusion can be
drawn on the immunity of each design style to SETs.

is compact, and it avoids unnecessary event proliferation by
abstracting the details of multitransition waveforms.

Simulating asynchronous circuits necessitates the handling
of the timing constraints in them. Almost all practical asyn-
chronous circuits operate correctly only based on certain
timing constraints, such as the fundamental operation mode
and isochronic forks, which must be taken into account during
simulation. Various timing constraints may be handled by
various simulation algorithms. One effective technique among
them is to handle relative signal ordering with partially ordered
multivalued algebras [9].

Moreover, asynchronous circuits often rely on combinational
loops to perform sequential operations. As a result, signals
through the feedback paths may even race with signals ac-
tivated in previous iterations, producing sequential hazards.
These autonomous behaviors challenge the traditional sequen-
tial simulation algorithm in an iteration by iteration fashion.
Judicious time-frame unfolding techniques [9] are usually used
to detect all sequential hazards.

2) Simulation of ABMMs: Burst-mode circuits operate
with certain timing constraints. ABMMSs assume arbitrary
gate and wire delays in the combinational logic; therefore,
signal ordering is unnecessary during the evaluation of the
combinational logic. The 13-valued algebra suffices to detect
combinational hazards under the arbitrary delay assumption.
Moreover, the fundamental operation mode prevents signal
racing across iterations. Therefore, the sequential behavior of
the circuit can be simulated in an iteration-by-iteration fashion
until a stable state is reached. The main steps of the simulation
algorithm are described in Algorithm 1. Feedback loops are
cut, with one end being marked as a pseudoprimary input (PPI)
and the other as a pseudoprimary output (PPO). During the
simulation, these are used in a similar fashion as the primary
inputs (PI) and primary outputs (PO). The simulation iterates
until no changes occur in the PPIs/PPOs, implying that the
circuit has reached a stable state, or until a maximum number
of iterations, (Max), has been reached, implying that the circuit
is in oscillation.

Algorithm 1: Simulation of burst-mode machines

Identify and break feedback loops
i < 0; PI°, PPI° « initial values
repeat
evaluate PO*, PPO" using 13-valued algebra
1< i+ 1
PPI' < PPO'™!
PI' < final state of PI°
untilPPI* = PPI*~',ori = Maxzx

C. Soft-Error Susceptibility Computation

Using the enhanced fault simulation capabilities of SPIN-
SIM, we can now examine the impact of SETs in an ABMM
and quantify the susceptibility of individual gates and the SER



ALMUKHAIZIM et al.: SOFT-ERROR TOLERANCE AND MITIGATION IN ASYNCHRONOUS BURST-MODE CIRCUITS 875

TABLE 1
SOFT-ERROR SUSCEPTIBILITY TABLE

State & Input Potential SETs
Burst Pairs (SIB) f1 f2 - fp
S1Bq 11...0 | 01...1 | ... | 00...0
SIB> 01...0 | IL...1 | ... | 00...1
SIBm 01...1 | 00...0 | ... | OI...0

of the circuit. Toward this end, we construct the soft-error sus-
ceptibility table illustrated in Table I. The rows in the table cor-
respond to the combinations of state and input bursts (SIBs) that
are allowed by the communication protocol of the ABMM with
its environment. The columns represent potential SETs3 in the
circuit. Each table entry contains a bit string that reflects the
output and state lines of the ABMM that are affected when an
SET occurs during a SIB. A value of 1 (0) in a bit of this bit
string implies that the corresponding output or state line is er-
roneous (correct). The table is constructed through fault sim-
ulation of all possible SETs over the entire input space of the
ABMM. We note that, unlike synchronous circuits where ex-
haustive simulation of all possible input patterns is prohibitive,
ABMMs only have a much smaller set of permitted SIBs in their
protocol, which allows quick construction of the table.

Once the table is constructed for an ABMM with n gates, the
susceptibility of each gate is computed as follows. Assume that
the table is stored as an m x p matrix sest. Let k, denote the
total number of possible SETs in gate G4, where g € [1,...,n],
and let sest[s, j| denote the (7, j)th entry of the soft-error sus-
ceptibility table for all 7 € [1,...,m], j € [1,...,p]. Also, let
E(sestli, 7]) be a function that returns a 1 (0) if any (none) of
the output and state bits in sest|[s, j] is 1, i.e., if the combination
of a SIB and an SET results in an error (or not). Then, the sus-
ceptibility of G, is defined as

m s+kq ..
Zi=1 Z]’:S-H E (sestli, j])

g—1
, Szzkz

G =
susc(Gy) X I 2
(1)
and the SER of the ABMM is defined as
SER(ABMM) = susc(G,). 2)
q=1

Essentially, the susceptibility of a gate reflects the percentage of
SIB and SET combinations that produce an observable error at
an output or a state line of the ABMM. By extension, the SER
of the ABMM reflects its vulnerability to SETs.

3Potential SETs affecting the initialization circuitry (i.e., the reset and
reset_bar signals) are accounted for in the construction of the soft-error sus-
ceptibility table, and hence, the proposed soft-error susceptibility computation
method models all SETs that may appear during the operation of the circuit.
However, transient errors appearing during initialization (i.e., while the next
state and output functions are forced to their initial values) may prevent the
correct initialization of the circuit. Nonetheless, and since the reset / reset_bar
signals are connected to many gates, only a particle strike with significant
charge would alter the value of these signals (similar to a transient error
affecting the clock network in synchronous designs). Hence, the high load of
these signals provides naturally an increased immunity to most potential SETs
during initialization.

VI. SOFT-ERROR MITIGATION IN ABMMSs

Based on the susceptibility assessment capability of the
previous section, we devise a soft-error mitigation solution for
ABMMs. The proposed method is based on partial duplication
and aims to explore the tradeoff between area overhead and
soft-error susceptibility reduction by judiciously selecting
and replicating individual gates, complete state/output logic
cones, or partial state/output logic cones. The three alternative
selection methods are presented herein and illustrated using the
example of Fig. 2. Finally, we discuss how these methods en-
able integration of soft-error susceptibility into a design-space
exploration framework, which may include not only area but
also other design constraints such as performance, power
consumption, and offline testability.

A. Duplication of Sensitive Gates

Due to the asymmetric susceptibility [1], gates at the second
level of an ABMM are significantly more susceptible to tran-
sient errors than gates at the first level. This observation reveals
an opportunity for reducing duplication overhead by replicating
only gates that have high soft-error susceptibility. In order to
preserve the functionality of the partial replica, however, sig-
nals from the nonduplicated gates in the original ABMM need
to drive some gates in the partial replica. As a result, transient
errors affecting shared gates will affect both ABMM copies and
will not be suppressed; thus, the cost reduction comes at a loss
of transient-error tolerance. Yet, due to the asymmetry in sus-
ceptibility, judicious selection can lead to a favorable outcome.

Selection of gates to be replicated commences with construc-
tion of the duplication-based soft-error-tolerant ABMM, as de-
scribed in Section I'V-B. Then, the susceptibility of each gate in
the original ABMM is computed using (1). Finally, gates at the
first level of the duplicate ABMM are removed in an increasing
order of susceptibility. Every time a gate is removed, its fan-outs
in the partial replica are driven by the corresponding gate in the
original ABMM. Accordingly, the overhead and the soft-error
tolerance of the circuit are reduced by the cost and the suscepti-
bility of the removed gate, respectively. The process is repeated
until a target area overhead constraint is satisfied or no more
first-level gates are left to remove.

B. Duplication of Sensitive Complete Logic Cones

In contrast to the previous method, which exploits the asym-
metric susceptibility of gates in different levels of an ABMM
circuit, this method builds upon the asymmetric susceptibility
of state/output logic cones to transient errors. In essence, it se-
lects a subset of state/output cones that meets an area target and
whose replication maximizes the number of tolerated pairs of
SIBs and SETs in Table I. This problem can be formulated as an
ILP. Assume that the ABMM has m SIBs, p SETs, and r state/
output lines, denoted by {z1,2,...,2,}. Let any subset of
state/output logic cones be represented by an r-dimensional 0—1
vector denoted Y%, and let its implementation cost be C, 1 <
k < 2" — 1. For example, the subset {z1, 22,24} is represented
as[1 10 1] and denoted by Y73, and the cost of implementing the
state/output functions 1, 2, and x4 is denoted by C13. Also, let
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Fig. 7. Examples of circuit implementations produced using the mitigation methods. (a) Duplication of sensitive gates. (b) Duplication of complete cones of logic.

(c) Duplication of partial cones of logic.

V (sest[i, j]) be the r-dimensional vector constructed from the
7 bits in sest[i, j]. We define function T'0l(Y, 4, j) as follows:

1, ifYy-VT(sest[i,j]) =0

0, ifYy-VT (sest[i,j]) >0 )

where Y}, is the binary complement of Y}, - is the dot multipli-
cation operation, and T is the transpose operation. T0l(Y}, 4, j)
returns a 1 if and only if Y} tolerates SET j occurring during
SIB i (i.e., if the transient error propagates to the state/output
logic cones in Y}). The following ILP formulation finds the
state/output subset Y}, that maximizes the number of tolerated
entries in Table I for a given area overhead constraint (COST):

m p
Maximize Z Z Tol(Yk,1,7)
i=1 j=1
subject to:
(a) Cp, < COST
(b) z, € {0,1}
foralls: 1 <s<r.

While ILP is NP complete, it can be efficiently approximated
through a well-known method combining linear program relax-
ation and randomized rounding [29] in order to obtain near-op-
timal solutions.

C. Duplication of Sensitive Partial Logic Cones

The third partial duplication method aims to combine the first
two and leverages the asymmetric susceptibility of both gates
and state/output logic cones. In other words, it explores solu-
tions that include a subset of partial state/output logic cones.
Similar to the first method, in order to preserve the function-
ality of the partial replica, the fan-outs of the missing gates in
these partial cones are driven by the corresponding gates in the
original ABMM.

Our algorithm starts by solving the ILP of Section VI-B for a
higher COST value than the targeted area cost (COSTiarget)-
Then, the state/output cones returned by the ILP are pruned
by applying the method of Section VI-A until COST}arget is
met, in which case the partial state/output cones and the corre-
sponding soft-error tolerance are recorded. COST is then in-
creased,* and the process is repeated until all cones are included
in the ILP solution, at which point the best recorded solution is
reported.

D. Examples

Fig. 7 shows instances of circuits produced by the proposed
soft-error mitigation method for the ABMM example of Fig. 2.
For the first partial duplication option, all second-level gates and
the corresponding C-elements appear in the replica in Fig. 7(a),
but some of them are driven from the original ABMM due to
removal of first-level gates in the replica. For the second partial
duplication option, only some second-level gates and the cor-
responding C-elements appear in the replica in Fig. 7(b), along
with their complete cone of logic, which eliminates the need
for tapping signals from the original ABMM. For the third par-
tial duplication option, only a subset of second-level gates and
the corresponding C-elements appear in the replica in Fig. 7(c),
but also, only a subset of their cones of logic is replicated, cre-
ating the need for signal tapping from the original ABMM. In
comparison to the duplication-based ABMM design shown in
Fig. 6(b), the implementations in Fig. 7(a)—(c) require 87%,
60%, and 50% of its cost while providing 68%, 47%, and 24%
of its transient-error tolerance, respectively.

E. Design-Space Exploration

In the three partial duplication methods discussed previously,
the key objective driving the corresponding search algorithms is
the maximization of the circuit’s ability to withstand soft errors.
During this search, COST has so far been used as a synonym

4In our experiments, we start with COST = COSTiarget + 1%, and we
increment COST by 1% in each iteration.
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with area overhead incurred by the proposed soft-error miti-
gation solution, without consideration to the impact on perfor-
mance, power consumption, and offline testability of the pro-
duced design. Even under this simplistic assumption, the pro-
posed soft-error mitigation methods can be used to select the
best circuit instance for the following three objectives.

1) Identify the circuit instance attaining the maximum soft-
error mitigation capability for a given area overhead.

2) Identify the circuit instance incurring the lowest area cost
for a target level of soft-error mitigation.

3) Identify the circuit instance that optimizes the return on
investment, i.e., the ratio of attained soft-error mitigation
over incurred area overhead, or any other similarly defined
metric.

While the problem formulation given in the previous sections
reflects the first objective, we describe in the sequel how the
latter two objectives are supported. A close look at the descrip-
tion of the algorithm of Section VI-C, along with the optimiza-
tion objective in the ILP formulation of Section VI-B, reveals
that the search yields a list of circuit instances that are sorted
in a monotonically increasing order with respect to their area
overhead and soft-error mitigation level. Ultimately, however, a
single circuit instance is selected.

To satisfy the first objective, among all circuit instances that
do not exceed the target area overhead, we select the one that
maximizes soft-error mitigation; however, there may exist an-
other instance offering just slightly lower soft-error mitigation
yet at significantly lower cost. Similarly, to satisfy the second
objective, among all circuit instances that exceed the aimed soft-
error mitigation level, we select the one with the lowest area
overhead; however, there may exist another instance incurring
just slightly higher area overhead yet providing significantly
higher soft-error mitigation. The third objective alleviates these
concerns by combining soft-error mitigation and area overhead
in a single metric and comparing circuit instances across both di-
mensions. Hence, we select among all circuit instances the one
that maximizes the return on investment, as expressed through
the ratio of soft-error mitigation over area overhead.

Furthermore, the problem formulation can be easily ex-
tended to other design parameters. Specifically, performance,
power consumption, and offline testability may also be seam-
lessly integrated in the search framework along with area and
soft-error mitigation, thus enabling exploration of the various
design-space tradeoffs [3]. In other words, each of the circuit
instances produced by the search algorithm can be character-
ized and annotated with the corresponding design parameters.
Hence, constraints on all of these parameters can be used to
define various objectives, based on which the optimal circuit
instance may be selected.

VII. LoGIC MASKING OPTIMIZATION THROUGH GATE
DECOMPOSITION IN MULTILEVEL ABMMS

In order to satisfy the constraints that are necessary to pro-
duce an ABMM, such as the hazard-free property, most existing
synthesis packages generate a two-level implementation. When
mapping the circuit to a specific technology, however, each of
the gates in these two levels may need to be decomposed (in
a hazard-nonincreasing manner) into multiple levels to satisfy

- s ), gy
v ) P ) LTSN

Fig. 8. Four-input AND gate and its decomposed structures using two-input AND
gates.

TABLE II
TRANSITION LIST AND TSM FOR A FOUR-INPUT AND GATE

# | (ABCD) — (ABDC)neaxt TSM

1. | 0000 — 1100 0 0 1 1
2. | 1100 — 1111 0 0 0 0
3. | 1111 — 0010 0 0 0 0
4. 1 0010 — 0110 1 0 0 1
5. | 0110 — 0000 1 0 0 1

the fan-in limitations of the target library. Such decomposition
may offer opportunities for further improvement of various de-
sign aspects. Among those, we examine the impact of gate de-
composition on the ability of an ABMM to tolerate soft errors.
Specifically, we first show that the distribution of input signals
of a decomposed gate to its constituents affects its ability to log-
ically mask errors. Then, we formulate the problem of optimally
assigning signals to gates as an ILP, and we describe the overall
method used to minimize soft-error susceptibility while decom-
posing a two-level ABMM into a multilevel equivalent.

A. Impact of Gate Decomposition on Soft-Error Tolerance

When decomposing a gate, there are many choices as to how
the input signals are distributed to the constituent gates. The key
observation is that each of these choices offers a different level
of soft-error tolerance. Specifically, while all of them will mask
the same number of errors occurring outside the gate, each one
will mask a different subset of errors striking the gates within the
decomposed structure. Hence, judicious distribution of the input
signals can enhance the ability of the decomposed structure to
withstand soft errors.

Example: Consider the four-input AND gate shown in Fig. 8,
and let us assume that it is part of a two-level ABMM and that
the transitions that it goes through based on the ABMM defini-
tion are the ones shown in Table II. The last column provides
its transition stability matrix (TSM), which indicates whether,
during a transition, an input will retain a controlling value. For
example, during the first transition, inputs A and B change from
0 to 1, which is not a controlling value for the AND gate, while
inputs C and D remain at 0, which is a controlling value, so the
corresponding TSM entry is 0011. Let us also assume that we
are mapping the ABMM to a library that only offers AND gates
with a maximum of two inputs, which implies that we need to
use three two-input gates, and that, in the interest of maintaining
speed, we choose a balanced-tree implementation of depth two.
As shown in Fig. 8, there are three options for distributing the
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four inputs A, B, C, and D to the two two-input AND gates at the
first level of the decomposed structure. In larger gates, after as-
signments are made at the first level, more options may occur in
the subsequent levels. For each of the five transitions, any of the
three gates may suffer a transient error that will flip its value,
so we have a total of 15 possible errors. Out of these, the de-
compositions (AB)(CD) and (AD)(BC) will mask 7, while the
decomposition (AC)(BD) will mask 8 and is therefore a better
option.

In order to maximize the ability of the decomposed structure
to suppress such errors, we propose an algorithm that distributes
the input signals in a way that maximizes the number of transi-
tions for which two or more gates have at least one controlling
value as an input. In any transition where this is the case, an
error at a single gate in the level being optimized will be masked,
as there will always be at least one other controlling value that is
present at the inputs of the following level. For example, in the
first transition of Table II, inputs C and D remain 0, while inputs
A and B both transition from O to 1. Thus, in the (AB)(CD) net-
work shown in Fig. 8, a soft error causing Y to become 1 will
propagate all the way to the output. On the other hand, in the
network with structure (AC)(BD), a strike at either gate X or Y
will not affect the output because they both contain controlling
values.

B. Problem Formulation

To perform the aforementioned process of optimally allo-
cating the input signals of a decomposed gate to its constituents,
we formulate the problem as a set of binary ILP constraints and
an objective function to be maximized. We represent connec-
tions between signals and gates as a set of binary variables z;,.
The value of x;4 is 1 when input 7 is connected to gate g and
0 otherwise. If we are assigning I inputs to G gates that have a
fan-in limit of F', then we first need to generate two sets of con-
straint equations for the ILP, i.e., one to ensure that each input
is assigned to exactly one gate, and one to ensure that no more
than F' inputs are assigned to any gate

G
ingzl Viell,... I 4)
g=1
I
Y xiy<F  Vge[l,....Gl. (5)
i=1

The next two sets of constraints allow us to calculate the number
of transitions for which this level has two or more gates with
one or more controlling values as inputs. To do this, we use
the TSM values, such as the ones shown in Table II, where the
columns represent the I inputs and the rows represent the T’
transitions. If we denote the TSM values as T'S M, then T'S M,
is 1 if input ¢ is a controlling value during transition ¢ and O
otherwise. The set of equations described by (6) uses the TSM
to determine whether gate g has one or more controlling values
during transition ¢. If so, then the binary variable Py, is set to 1;
otherwise, it is 0
I
> TSMjy - wig > Py

i=1

Thus, in a given instance of (6), the ILP can only set Py, to 1
when the total number of inputs that are both connected to gate
g and have controlling values during transition ¢ is greater than
or equal to 1. The next set of equations uses these P,; values to
calculate the number of transitions for which two or more gates
at the level being optimized have at least one controlling input

G
> Pp>2P  Vte[l,...T] (7)
g=1

These equations determine the values of the binary variables P/,
which are 1 when the level being optimized has at least two
gates with one or more controlling values during transition ¢.
Finally, we generate the objective function, which calls for the
maximization of the sum of all the P/ variables

T
Mazimize : Z Py (8)

t=1
The ILP instances that we are dealing with here are rather small
and can be either solved explicitly or approximated using ran-
domized rounding [29]. This process is carried out sequentially
for each level in the decomposed structure, starting at the one
closest to the inputs. Each time that assignments are made at a
given level, the TSM for the next level is generated so that the
next ILP can be formulated, and the process is repeated until the

output is reached.

VIII. PRODUCTION TESTING OF
SOFT-ERROR-TOLERANT ABMMS

In this section, we first discuss the adverse impact that a soft-
error-tolerant design method may have on the offline testability
of a circuit (whether synchronous or asynchronous). Then, we
describe the unique opportunity that the use of C-elements in the
proposed soft-error-tolerant ABMMs offers for offline testing
through input sequences that halt the circuit, as well as a possible
method for generating these test sequences.

Production testing aims to weed out chips with permanent
defects incurred during the manufacturing process, by applying
input sequences to which the faulty and fault-free chips respond
differently at their outputs. In a soft-error-tolerant design,
however, the purpose of the added hardware is to ensure that
the circuit continues to operate correctly in the presence of
an error, thereby suppressing it before it reaches the output.
Evidently, the objectives of testing and soft-error tolerance are
contradictory, and it is well known that a soft-error-tolerant
design method may jeopardize the testability of a circuit.
Consider, for example, a permanent fault in a TMR implemen-
tation of a synchronous circuit. While this fault may cause an
erroneous response at the output of one of the three replicas,
the outputs of the remaining two will prevail, and the error
will be suppressed by the voter. Hence, faults in the TMR
implementation become untestable; yet, while the TMR faulty
circuit will function correctly, its ability to withstand errors will
be diminished. The typical solution to address this problem
is by inserting design-for-testability (DFT) hardware in the
form of controllability/observability points and/or conversion
of memory elements to scan chains. In TMR, for example,
multiplexing the outputs of the three replicas with the output of
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the voter and selecting which one to observe would resolve the
problem. On the other hand, such addition of DFT logic incurs
an area overhead and possible performance degradation, so it
should be used judiciously.

Testability considerations in ABMMs have been previously
investigated in [30]. As mentioned in Section III-A, ensuring the
hazard-free property of the state/output functions in an ABMM
calls for some form of logic redundancy in the original de-
sign, which could possibly result in a number of faults being
untestable. Nevertheless, as detailed in [30], hazard-free ma-
chines that are fully testable with regard to both stuck-at and
delay faults can be obtained by appropriately constraining the
synthesis process. Hence, our discussion focuses on faults that
are testable in the original ABMM, i.e., there exists a test se-
quence that, in the presence of this fault, will cause an incorrect
transition at a state/output line.

Consider now the addition of the hardware that is necessary
for soft-error tolerance, as shown in Fig. 4. Given the previous
observation on the contradictory objectives of testability and
error tolerance, one might expect that the proposed soft-error-
tolerant ABMM implementation will result in a large percentage
of these faults becoming untestable, unless DFT hardware is
employed [31], [32]. Nonetheless, the use of two copies and a
C-element, instead of three copies and the voter that is used in a
TMR implementation of a synchronous circuit, offers an oppor-
tunity to retain, at least partially, the testability of the ABMM,
without the addition of DFT logic. Specifically, unlike a TMR
voter, where two correct replicas suffice to control the output
and mask the error of the third replica, the output of the C-el-
ement retains its previous value until both of its inputs make
a transition. Hence, if a permanent fault is excited and reaches
the outputs of the original ABMM, then it will cause a discrep-
ancy with the output of the replica, and therefore, the driven
C-element will halt indefinitely in its previous state. If the pre-
vious state is set to the opposite value, such that a transition
should occur in a fault-free circuit, the absence of this transition
will signify the existence of a fault. Of course, this raises the
question of how long one should wait prior to calling the fault.
While the lack of a clock blurs the line of a computational cycle,
it is common practice in asynchronous circuit testing to define
an upper bound after technology mapping and rely on circuit
halting for fault detection.

Example: Consider the circuit in Fig. 2 and assume that the
circuit is initially in state Sy (encoded as 00) with an input of
0000 and an output of 00. Then, a permanent stuck-at-1 fault at
the output of GG, sets output w to the incorrect value of 1, and
the fault is testable in the original design, with no further input
vectors needed. In the soft-error-tolerant ABMM version, how-
ever, and under the standard single-fault assumption, one of the
two copies (for example, the original) is faulty and the other (for
example, the replica) is fault free, so w in the fault-free circuit
(Wiault—tree) 1s different from w in the faulty circuit (Weauity ).
Therefore, the output of the C-element driven by we,y1¢— free and
Wraulty 1S €qual to its previous state (i.e., 0), which is identical to
the fault-free state. Hence, the stuck-at-1 fault on wy, 11, does
not propagate through the C-element and cannot be observed
at the output using the test vector generated for the stand-alone
original machine. However, if we first apply the test vector 1000,

both Wault—free and Wianlty are set to 1, setting the output of the
C-element driven by these two signals to 1. Then, applying the
test vector 1001 forces weaui¢—free t0 0, While wg, 1ty remains at
1 due to the stuck-at fault. At this point, the C-element driven by
Wiault—free ANd Weaylty retains its previous state (i.e., 1), which is
different from the expected fault-free response. Hence, the fault
is testable since it prevents an expected transition from occur-
ring at the output of the circuit (i.e., the fault halts the circuit).

A key limitation in leveraging this testability opportunity
offered by C-elements is the pronounced lack of native-mode
asynchronous test generation algorithms and tools, as well as
the fact that their synchronous domain counterparts are not
geared toward such mode of detection. Nevertheless, in order
to obtain at least some quantitative information as to how
effectively the soft-error-tolerant ABMMs can be tested, we
extended the capabilities of SPIN-TEST [10], a previously
developed test generation algorithm for the class of speed-in-
dependent circuits. Based on SPIN-SIM [9] and its extensions
to handle ABMMs, which we described in Section V-B,
SPIN-TEST can now find test sequences for faults in the orig-
inal ABMM and can take advantage of halting to detect faults
in the soft-error-tolerant ABMM.

We note that SPIN-TEST is a fault-simulation-based test gen-
eration algorithm, so it relies on objective-driven perturbation
of pseudorandom input patterns to identify the appropriate test
vectors. Such algorithms are very fast in identifying patterns for
a large percentage of faults yet have a hard time to generate pat-
terns for the random-pattern-resistant faults. Furthermore, they
cannot prove whether a fault is untestable since it is impossible
to simulate exhaustively the complete input space. Even with
these limitations, SPIN-TEST is able to generate test sequences
that retained the ability to test a very high percentage of faults.
The remaining faults are either hard to test (i.e., using the cur-
rent test generation procedure of SPIN-TEST) or untestable.
The attained fault coverage level may be further improved by
adding a deterministic test generation phase to SPIN-TEST or
by adding DFT to target the remaining untestable faults. We also
note that the ability to assess fault coverage in an ABMM with
soft-error mitigation hardware would enable integration of testa-
bility in the design-space exploration framework [3] described
in Section VI-E.

IX. EXPERIMENTAL RESULTS

The proposed soft-error tolerance and mitigation methods
were applied on a standard suite of 13 benchmark circuits. The
circuits are first synthesized using MINIMALIST [14] to gen-
erate an ABMM implementation. Then, the TMR- and duplica-
tion-based soft-error-tolerant implementations are constructed,
as described in Section IV. Next, the soft-error susceptibility
table of the original ABMM is generated using the enhanced
version of SPIN-SIM [23], as discussed in Section V-C, and
the partial-duplication-based soft-error mitigation solution
described in Section VI is applied. In Section IX-A, we com-
pare the results of the proposed duplication-based soft-error
tolerance method to TMR and CED methods for ABMMs.
Then, in Section IX-B, we present and compare the results of
the three partial duplication options of Section VI for two-level
and multilevel ABMMs.
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TABLE III
EXPERIMENTAL RESULTS FOR DUPLICATION-BASED SOFT-ERROR TOLERANCE

Circuit

Original C-elements Total TMR

CED [9]

Performance

Name USG)0 | T, | Gaes | # | Lit. | Gawes | i | Gates || Tit | Gawes | i | Gaes {| Overhead | ‘cotaPility

hp-ir 3202 | 13 8 6136 | 18 62 34 7 @ | 102 | 57 36.15% 66.67%

martin-g-element 212(1)/2 14 9 6 36 18 64 36 78 45 59 31 42.86% 70.00%
tangram-mixer 32 | 17| 10 | 6| 36 | 18 70 38 87 48 78 44 35.29% 100%

concur-mixer 3323 | 26 | 16 |11] 66 | 33 | 18 | 65 138 | 78 | 152 | 85 38.46% 90.16%

while B3 | 27| 16 | 11] e | 33 | 120 | 65 138 | 78 | 104 | 56 37.04% 94.74%

while_concur 443 | 4 | 24 |11 ] 66 | 3 | 148 | 81 183 | 102 | 158 | 88 24.39% 90.16%

opt-token-distributor | 4/6(3)/4 | 74 | 41 | 16 | 96 | 48 | 244 | 130 || 306 | 165 | 201 | 109 18.92% 68.60%

rf-control 6635 | 75 | 37 | 17| 102 | 51 | 252 | 125 || 321 | 150 | 224 | 121 21.33% 98.10%
pe-send-ifc /533 | 110 | 58 | 15| 90 | 45 | 310 | 161 || 402 | 210 | 38 | 211 10.91% 100%
barcode @7 | 327 | 172 | 33 | 198 | 99 | 852 | 443 || 1233 | 42 | 1022 | 547 12.84% 100%

diffeq 149420 | 345 | 189 | 36 | 216 | 108 | 906 | 486 | 1323 | 711 | 1019 | 556 13.91% 9221%

2 813416 | 349 | 192 | 32 | 192 | 96 | 890 | 480 || 1287 | 696 | 818 | 436 11.46% 99.80%

pl 13/114y14 | 458 | 238 | 30 | 180 | 90 | 1096 | 566 | 1590 | 822 | 1116 | 599 7.86% 62.10%

A. Soft-Error Tolerance Results

The results for duplication-based soft-error tolerance are pre-
sented in Table III, including the following details of the circuits
that were used: name, number of inputs (I), number of states
(S), number of state bits (Bits), and number of outputs (O). The
fourth major heading summarizes the total literal and gate count
of the soft-error-tolerant ABMM. While for small circuits (e.g.,
hp-ir and tangram-mizer) the area overhead may seem ex-
cessive (i.e., over 300%), we raise caution that this cost is sig-
nificantly inflated due to the proportionately large number of
C-elements over logic gates. Indeed, in larger circuits, such as
p2 and pl, this proportion changes, and the percentile overhead
reduces drastically (i.e., less than 150%). Thus, we anticipate
the area overhead to be even lower for larger and more com-
plex ABMMs. More importantly, assessing the overhead of the
proposed duplication-based soft-error-tolerant ABMM design
method should not be done in absolute terms but rather in com-
parison to the best known alternative for these circuits. The area
cost of TMR and the minimum-cost CED method in [8] are sum-
marized in the fifth and sixth major headings in Table III, respec-
tively. For each circuit, the solution with the lowest area cost is
shown in boldface. The area cost of duplication-based tolerance
is, on average, 24% less than that of TMR. We also note that, for
8 out of the 13 benchmark circuits, duplication-based soft-error
tolerance incurs lower overhead, even in comparison to the CED
methods in [8].

With respect to performance, the duplicate circuit utilized in
the soft-error tolerance approach, or the partial duplicate in the
mitigation methods, operates in parallel with the original cir-
cuit. However, and similar to that when majority voters are em-
ployed in a typical soft-error-tolerant TMR design, the addition
of C-elements at the output/state functions increases the delay
of the circuit and equivalently reduces the performance of the
controller. The performance of the soft-error-tolerant ABMM is
compared to that of the original ABMM under the sixth major
heading in Table III.5 The results indicate that the soft-error-
tolerant ABMM is, on average, 25% slower than the original
ABMM. Similar to the previous observation on the area over-
head of soft-error-tolerant ABMMs, the performance overhead
reduces for larger and more complex ABMMs.

5We note that the performance overhead of any circuit produced by the miti-
gation methods is upper bounded by the performance overhead of the soft-error-
tolerant implementation reported in Table III.

The last column in Table III summarizes the fault coverage
obtained by the modified version of SPIN-TEST [10] on the
soft-error-tolerant ABMM. The results indicate that an average
of at least 87% of all single stuck-at faults remain testable
without the use of any DFT circuitry.

B. Soft-Error Mitigation Results

In this section, we first present the results of the three par-
tial duplication options of Section VI for two-level ABMMs,
followed by the results for multilevel ABMMs. Then, we com-
pare the area overhead and soft-error susceptibility reduction in
two-level and multilevel ABMMs, and we discuss cost-efficient
tradeoff points.

1) Two-level ABMMs: In Fig. 9, we show the reduction in
the soft-error susceptibility achieved by the proposed soft-error
mitigation methods on several two-level benchmark circuits:
method 1 (M) for duplication of sensitive gates, method 2
(My) for duplication of sensitive complete state/output cones,
and method 3 (M3) for duplication of sensitive partial state/
output cones. The results are presented with respect to the tar-
geted area overhead of the mitigation logic, where 100% reflects
the cost of the complete duplication-based soft-error tolerance
method.

Several observations are supported by these results. First, the
reduction in soft-error susceptibility is commensurate with the
incurred area overhead. This can be inferred from the linearly
monotonic shape of the plots in Fig. 9 until the limit of 100%
susceptibility reduction is reached at the cost of complete du-
plication. Second, M3 is able to yield mitigation logic imple-
mentations for very low targets of area overhead, which neither
M+ nor M, can achieve. This can be observed on the lower left
corner of the plots in Fig. 9, where the leftmost point is always
a triangular shape. Finally, M3 always yields a mitigation logic
implementation that achieves higher soft-error susceptibility re-
duction at lower area overhead, as compared to M; and Ms.
This is expected since M3 was developed by combining M; and
Mo.

2) Multilevel ABMMs: Fig. 10 compares the reduction in the
soft-error susceptibility achieved by the proposed soft-error mit-
igation method on two-level and multilevel benchmark circuits.
The results indicate that the mitigation methods in multilevel
ABMMs always yield a logic implementation that achieves a
higher soft-error susceptibility reduction than that in two-level
ABMMs. In a multilevel ABMM, the decomposition of a large
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Fig. 10. Comparison between two-level and multilevel ABMMs.

gate into smaller ones provides more choices on which gates to
include in the mitigation logic, which enables a more efficient
exploration of the tradeoff space.

Moreover, the proposed mitigation methods are able to yield
logic implementations for lower targets of area overhead than
in two-level ABMMs. This is attributed to the cost of the OR
gates driving the output/state functions in an ABMM, which is
higher in a two-level ABMM due to the large number of inputs.
Hence, in a two-level ABMM, the inclusion of an OR gate in the
mitigation logic implementation increases the cost significantly,
and thus, no solution exists for low targets of area overhead. In

contrast, multilevel ABMMs decompose the gate into multiple
ones, which enable the inclusion of part(s) of the decomposed
gate at a lower cost than that of the monolithic gate. Therefore,
mitigation logic implementations for low targets of area over-
head can be derived.

Finally, we illustrate the ability to explore the design space
and select a solution that maximizes the ratio of soft-error
mitigation ability over the incurred overhead, as discussed in
objective 3 of Section VI-E. Given this objective, and among
the available options from the multilevel results of benchmark
pe-send-ifc, which are shown in the upper plot of the lower
right corner of Fig. 10, one would choose the point labeled
“cost-efficient design,” where this ratio obtains its maximum
value of 1.793. On the same figure, we also pinpoint two design
instances that offer very different levels of soft-error tolerance,
incur very different overhead, yet yield similar return-on-in-
vestment ratios (1.490 and 1.488).

X. CONCLUSION

Careful examination of the impact of transient errors in
ABMMs reveals the limitations of traditional error tolerance
methods, such as the standard TMR approach, in protecting
these circuits. Toward soft-error-tolerant ABMMs, the solution
proposed herein leverages the inherent functionality of C-ele-
ments and extends a duplication-based error tolerance method
to withstand more soft errors than the typical TMR method,
including errors that jeopardize communication of the ABMM
with its environment and errors within the C-elements them-
selves. At the same time, the proposed solution incurs less area
overhead, even when compared to previous CED methods. Fur-
thermore, based on a newly developed soft-error susceptibility
assessment method for ABMMs, soft-error mitigation solutions
can also be devised. Indeed, as demonstrated experimentally,
partial duplication through careful selection of individual gates,
complete state/output logic cones, or partial state/output logic
cones enables efficient exploration of the tradeoff between the
incurred overhead and the achieved soft-error susceptibility
reduction.
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