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Abstract a module. Furthermore, transparent accessibility to the full

We propose a methodology that examines design mod_mput and output set of each module is rarely inherent in

ules and identifies appropriate vector justification and Qt?;igns. Con;equentlyz this overkil intest' requirement def-
response propagation requirements for hierarchical test. |n|t|on_ results in excessive and controve_r5|al ha_lrdware over-
Based on a cell-level analysis and transparency Comloosi_head in ordgrto establish transpar_enthlerarchlcal test pz?\ths.
tion methodology, test requirements for a module are de- Moderat|_ng the cost ofhlergrchlcal test_pg_th construction
fined as a set of fine-grained input and output bit clusters through an informed test requ[re.ment defmltlon.callls foran
and pertinent justification and propagation values. The analysis methodology that satl_sﬂes the constrglnts imposed
identified test requirements are independent of the actual b)_/ the overall flow of _h|erarch|ca! test shgwn in Figure 1.
test set and are adjusted to the cell-level connectivity and Since Iaqk of apprqpnatg vector !ust|f|cat|on and response
inherent regularity of the module. As a result, they com- propagat.|on behavior will result n costly DFT hardware,
bine the generality required for fast hierarchical test path test requirements need to'be prtlaC|s.e,.aImost resemblln.g the
construction with the accuracy necessary for minimizing actual test. The complexity of justifying and propagating

the incurred DFT hardware overhead, thus fostering cost- e_xacF test, howeve_r, is equivalent t(.) the cpmplexity of full
effective hierarchical test. Experimental results on several circuit test generation. Therefore, hierarchical test methods

modules verify the ability of the proposed methodology to rely on the construction of hierarchical test paths capable of

moderate the cost of hierarchical test path construction justifying and propagating all vectors and responses. Con-

through accurate, compact, and highly parametrizable test sequently, test requirements also need to be general, almost
requirement defin’ition ' resembling the symbolic nature of hierarchical test paths.

Tackling this trade-off between general and precise test
requirement definition requires an understanding of the
severity imposed by test requirements on the construction of
hierarchical test paths. An efficient test requirement identi-

The ability of hierarchical methodologies to reduce test fication method should take this assessment into account,
generation complexity has been counterweighed by theadjusting accordingly the generality of the identified test
hardware overhead incurred for accessing and testing in+equirements and thus the number and granularity of the
dividually each module in the design. The attainment of necessary hierarchical test paths. Furthermore, potential
hierarchical test is thus moderated and its applicability is regularity in the module connectivity should be exploited
reduced. Such overhead is attributed to two closely relatedand test requirements should be defined in a compact and
tasks, namely, the construction of hierarchical test paths andbarametrized fashion.
the definition of test requirements for each module.

Due to complexity considerations, hierarchical test path
construction methods [1, 2, 3, 4] operate on high-level de- z> o sitcaton [> Undor E> i j>

. . . . . Logic Test Logic
sign descriptions. Raising the level of abstraction, however,
comes with a loss in precision, which in this case limits ALTERNATIVE TEST REQUIREMENT DEFINITIONS FOR MODULE UNDER TEST

. e - . Test Requirements Translation Method Limitations Cost

such methods to the identification of only a few coarse hi- < —
erarchical test paths. As a result, the module under test is ———— ATPGHlike Time and Space DFT i
treated as a black box and no information pertaining to its |  Vewrs& * Algoriaen » tSearch * s
inherent test requirements is utilized, implicitly assuming -
that all possible vectors and responses need to be justifie¢” T
and propagated, respectively. Yet almost never are all pos symbolicTest DET for
sible vectors and all possible responses required for testing P
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In this paper, we propose a test requirement analysis TEST SET PATH REQUIREMENT
me‘FhodoIogy that exploits recent resegrch ef_forts in fine- T§1=(00, 11} (A1, A1) : 1 Free Variable
grained transparency extraction and hierarchical test pat TS2={01, 10} (A1, A1") :1 Free Variable
construction [5] in order to meet the aforementioned objec- gij‘fg* ?H % 2]; ] Free yanabe
tives. A cell-level analysis and a transparency-based sym- TS5={00, 01, 10} (A1, A2) : 2 Free Variables
bolic path composition result in definition of test require- @
ments as a set of sub-word input and output bit clusters.

. . . TEST SET PATH REQUIREMENT
Cell-level analysis supports compactness of the identified
. . ) . . TS6= (A1, A2, A2) :
test requirements, while sub-word bit clusters enhance thei 001, 010, 101, 110} 2 Froo Varables

accuracy and symbolic paths guarantee their generality.
Related work is discussed in Section 2, followed by an 010, 1(;)8,71_10, 001} 3 Froe Yariobies

examination of the severity imposed by test requirements

on hierarchical test path construction in Section 3. The pro- ®)

posed test requirement identification methodology is intro- Figure 2. Test Requirement Severity Examples

duced in Section 4 and the appropriate granularity of basic

cells is discussed in Section 5. Adjustment of test require- a4 Ag a result, hierarchical test methods have been criti-
ment granularity to the inter-cell connectivity structure is cized for the unnecessary generalization of the test require-
examined in Section 6 and transparency-based hierarchical,ons Byt is it always the case that symbolic test require-
test path identification is described in Section 7. The pro- . onts defined on a particular bit cluster impose more de-

posed methodology is demonstrated through examples iy, 5 qing requirements on hierarchical test paths than a set
Section 8 and hierarchical test path severity metrics along ¢ avact test vectors?

with experimental resuits are provided in Section 9. Answering this question requires an understanding of the

severity incurred by an exact test vector set on hierarchical
2. Related Work test approaches. Given a set/ebit test vectors and de-
pending on the number and the distribution of values ap-

While previous methods in hierarchical test path con- pearing on each subset of theits, certain restrictions are
struction have not taken into consideration the inherent testMP0osed on the number of primary inputs required and the
needs of the module under test (MUT), a number of ap- degrees of freedom necessary between them. Bits that ob-

proaches that resemble closely the test requirement identifi{ain always identical or always inverse values throughout
cation problem exist in related fields. The objective of test the test set only require one free yanable_ It is ?V'de”t that
requirement identification for hierarchical test, however, is the number of free variables required for a particular set of
different than the traditional concept of C-Testability [6] €St Vectors is not always equal to the width of the vectors.
commonly used in Built-In Self-Test and Iterative Logic Ar- But at a certain set density point, the full width is required;

ray Test. The objective of test requirement identification €SSentially, we can see that once more than half of the pos-
for BIST [7, 8, 9, 10], for example, is to derive a compact sible values are in the set, no bit can be inferred from the

test set that can be easily generated on chip. Analogously,reSt’ necessitating free variables for justifying the test set.

the objective of test requirement identification for ILA test ~ Consider for example th-input module of Figure 2(a)
[11, 12, 13] is to exploit regularity and combine test ap- and the provided alternative test sets. Test requirements for
plication across cells, minimizing the total test application €ach bit may be either a constdt or ‘1’ value symboli-
time. In contrast to these approaches, the objective of thecally represented bi%”’, or a free variable represented by
proposed method0|ogy iS to |dent|fy test requirements thatIA/. BItS that are not required in a test set are represented
reduce the severity imposed on hierarchical test path conPy 'X’. ForT'S, a hierarchical test path with one free vari-

struction and thus the corresponding hardware overhead. able, A, atits inputs could be sufficient for satisfying the
test requirements. The same observation is valid for test set

. . ) TSs. ForTS; andT'Sy, a hierarchical test path with one
3. Hierarchical Test Path Severity free variable,A{, and a constant at its inputs would again
be sufficient. Once a test set wittvectors is reached, how-
Hierarchical test methods rely on symbolic paths for ever, such a%'Ss, a2-bit hierarchical test path with no cor-
translating the test set of a module into global design testrelation between the bits is necessary. This requirement is
instead of performing vector-by-vector test translation. Es- almost as severe as requiring two free variabdlgsand A,
tablishing symbolic paths capable of justifying all vectors, through the hierarchical test path. In practic&-hit path
however, imposes strenuous requirements on the surroundfor providing the two free variables is what hierarchical test
ing logic and has a direct impact on the incurred DFT over- methods would establish in this case.
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Figure 3. Proposed Methodology vs. Exhaustive Test Requirement Analysis

Similarly, for the3-input module of Figure 2(b)['Ss can and propagated from all the outputs of the cell. These sym-
be satisfied through a hierarchical test path with two free bolic requirements are subsequently translated into a set of
variables,A; and A,, at its inputs. Howevef['S; requires sufficient module inputs and outputs to be controlled and
three free variablesd,, A;, and A;. A careful observa-  observed respectively. As shown in Figure 3(a), inputs or
tion reveals that unlike ifi’'Sg, in T'S; every2-bit subset of  outputs of the cell that are also inputs or outputs of the mod-
the required bits obtains more than half of the possible val- ule are directly assigned a free variable requiremeiit
ues, thus necessitatingebit hierarchical test path with no  However, there are aldacell inputs andn cell outputs that
correlation between the inputs. Since this holds for every need to be justified and propagated through the surround-
subset, from a hierarchical test path construction perspecding cells. A transparency composition scheme is employed,
tive, the severity of the combined requirement is equivalent identifying a surjective path frort module inputs to the
to a full 3-bit symbolic path. [ cell inputs, wherd: > [, and an injective path from the

Given the symbolic nature of hierarchical test translation m cell outputs ton module outputs, where > m. To
paths, there is, evidently, a threshold for the number andactivate these transparency functions, a number of module
distribution of vectors in a test set, over and above which inputs have to be set to particular constants. The resulting
the severity of the corresponding hierarchical test path isjustification requirements for the module inputs are either a
equal to that of the full symbolic path. Generalizing the constant0’ or’1’, or a free variabléA’, while the propaga-

above observations leads to the following condition: tion requirements for the module outputs are free variables
. . . _ ’A’, since the good machine/bad machine response pair has
e Hierarchical Test Path Severity Threshold Condi-  to be always distinguishable. The remaining module inputs

tion: The hierarchical test path construction severity and outputs are assigned'%'.
of a set ofk-bit vectors is equivalent to &-bit sym-
bolic path if every subset of bits obtains more than half
of the possible values.

The transparency-based scheme is a relaxed test require-
ment analysis for the cell. An exact methodology should
be capable of identifying a reduced set of module inputs
and outputs through which all test vectors and responses re-
quired at the inputs and outputs of the cell can be justified
and propagated. In Figure 3(b) for example, the cell inputs
that are also module inputs should be assigned tahe
set of required test vectors. Similarly, the cell outputs that
are also module outputs should be assignef,tthe set of
4. Proposed Methodology required test responses. For theell inputs andn cell out-

puts that are justified and propagated through the surround-

In order to identify fine-grained test requirements, the ing cells, exact analysis is more complicated. Assume that

proposed methodology targets each basic cell in a moduleV;, V; C 2!, is the set of values that need to be justified

and requires that free variables be justified to all the inputsto thesel inputs of the cell, according to the test vectors.

The above condition signifies when exact test vectors can
be safely relaxed into symbolic test requirements, provid-
ing a starting point for the test requirement identification
methodology discussed in the following section.



Similarly, assume that,, V,, C 2™, is the set of values FULL ADDER CELL RESTORING DIVIDER CELL

that needs to be distinguishably propagated from these Nouma) >
outputs of the cell, according to the test responses. Essen- ©
tially, a setV;, V; C 2%, and a seV,., V.. C 2, such that E

|V;| = |V¢| and|V,| = |V;|, are required, with the module
implementing a functiorf from V; to V; and a functiory

from V, to V,.. Then,V; andV,. would be the remaining test vectors:  Responses:

. . ABC DE
requirements at the module inputs and outputs. 100 1o Vectors: Responses:
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Such a value-based reasoning for identifying the Bgts 001 00 nBes  ABCs o=
Vi, V,, andV., providing exact test requirements, is overly o X 1000 %
. . . . . 110. 0011
time-consuming. Furthermore, as discussed in the previ- 000 0110 1011 1
ous section, exact vectors do not always impose less severe orr 1001
constraints on hierarchical test path construction. There- Path Severity: Path Severity:

fore, the transparency-based scheme described above is em- et A8 & A%5 A o 5E
ployed, resulting in a simpler and faster identification of test

requirements, defined as combinations of constant values

0’ and’1’, symbolic valuesA’ and don't care valuesx’ MULTIPLY-ADD GELL NON-RESTORING DIVIDER CELL
on input and output bit clusters of the module. Yet the suc- Aj[j’ 1 D
cess of the proposed methodology depends on the choice of s ©
the cell granularity and the identification of surjective and
injective paths through the surrounding cells. These issues
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are discussed in the following sections, where detailed SO- vectors:  Responses: Vectors:  Responses:
lutions are proposed. ABCS DE ABCS DE
0X01 01 1000 01
0100 00 0000 00
. 1000 10 0101 10
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The granularity of the basic cell on which the proposed 00 Propagate 'AA from DE 0100 Propagate 'AA' from DE

analysis is performed is crucial to the severity imposed by
the identified test requirements on hierarchical test paths. ~ Figure 4. Cells Satisfying the Severity Threshold
Appropriate selection of the cell granularity is based on sev-
eral factors. First of all, the selected cell should satisfy the nents of several arithmetic circuits, such as adders, array
severity threshold condition, as it guarantees the accuracymultipliers, restoring and non-restoring array dividers, and
of symbolic test requirements at the boundary of the cell. Square-rooters [15].
Repetitive cell structures should also be considered, since Being the minimum repetitive entities in the design,
they result in regular and highly parametrizable test require-basic cells allow exploitation of possible regularity and
ments. The size and the number of cells should also be takerieduction of analysis complexity, without necessarily re-
into account, due to their direct impact on the complexity of lying on homogeneous designs. With the exception of
test requirement identification. boundary cells, only prototypical cells need to be analyzed
An examination of several basic cells commonly found and the corresponding test requirements are defined in a
in standard design modules, reveals that they constitute thédarametrized way, in order to reduce the database storage
appropriate granularity level where hierarchical test require- required. Furthermore, regular requirements incur regular
ment identification should be performed. More specifically, DFT, which can be combined across the requirements of
due to the dense connectivity structure within such basicSeveral cells and be highly optimized. These benefits are
cells, as compared to the sparser inter-cell connectivity, further demonstrated through examples in Section 8.
gate-level test requirements satisfy the severity threshold
condition of Section 3. Therefore, they impose the same g, Test Requirement Granularity Adjustment
severity on hierarchical test paths as the full symbolic path,
to which they can safely be relaxed. Figure 4 shows ex-  The above analysis justifies that test requirement identifi-
amples of four cells and the corresponding gate-level'tests cation at a finer granularity than the basic cell level does not
which, as demonstrated, satisfy the severity threshold con-proyide hierarchical test path severity reduction. Depending
dition. Cells of this granularity level are the basic compo- gn the inter-cell connectivity, however, the derived test re-

LTests were generated using ATALANTA [14] with the random fill op- quUirements across several cells may also Satisfy the severity
tion turned off. threshold condition. Therefore, the test requirement gran-
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ularity should be adjusted accordingly, resulting in a com- referred to in the literature &-Pathsand F-Pathsrespec-
pact set of test requirements that are as symbolic as possiblévely [16], while bijective functions satisfying both prop-
but do not increase the severity imposed on hierarchical testerties are referred to dsPathsand T-Paths[17]. Several
path construction. variations of surjective, injective, and bijective functions,
The proposed methodology considers the inter-cell con-including Ambiguity Set§l], Transparency Modef2], and
nectivity and adjusts the granularity level accordingly, Transparency Propertied 8], have also been used.
through a structural analysis of the requirements and the The proposed test requirement identification methodol-
paths for each cell. If the paths required for accessing andogy relies on the ability to identify transparency functions
testing a cell fully incorporate additional cells, then the cells through the surrounding cells. Gate-level transparency ex-
are combined and test is applied concurrently to them. Fortraction, however, is a computationally hard problem that
example, consider the connectivity structure shown in Fig- limits the applicability of exhaustive algorithms to very
ure 5. The surjective and injective paths required for testing small circuits. Consequently, a non-exhaustive method ca-
cell 43 fully incorporate cellg1, 42, #4, and$5. It is there- pable of rapidly extracting a wide class of transparency
fore wise to combine test application for all five cells, since functions is required. Such a transparency extraction
no additional severity is imposed on the corresponding hi- method is the outcome of recent research results in trans-
erarchical test paths. parency composition outlined in [5]. The only difference
Another way of explaining this is that the requirements is that instead of extracting transparency functions from the
for testing cellg1, #2, 14, and45 are subsets of the require-  inputs to the outputs of the module, transparency functions
ments for testing celt3, and can therefore be discarded. should now be extracted from the inputs to internal signals
Consequently, once the test requirements for each cell aréand from internal signals to the outputs. In all other re-
identified at the module boundary, an additional granular- Spects, the methodology proposed in [5] is directly applica-
ity adjustment is made. The severity threshold condition is ble and only the key points are repeated here for the purpose
examined across the test requirements. If the condition isof completeness.
satisfied, constant values are relaxed into symbolic paths. The proposed transparency composition method is based
Thus, the accuracy necessary for minimizing the hierarchi- solely on function classes and not the actual functions. Cell
cal test path severity is complemented with the generality functions are distinguished into four classes according to

required for fast hierarchical test path construction. their inherent transparency behavior and transparency com-
position is examined through combinations of classes. Con-

sider a function, implemented by a cell, as shown in Fig-
ure 6(a). The cell has a set of function inpudtg and an
additional set of condition input§'I that activate the cell
Within the context of hierarchical test, transparency has function. Additionally, the cell has a set of function outputs,
been defined asurjectivefunctions for justifying test vec-  F'O, and an additional set of collateral outpu&), whose
tors to the inputs of the module under test anjdctivefunc- value may be either constant or variable for the values of
tions for propagating test responses from the outputs of theF'T and CI. Such a function could be defined for exam-
module under test. Surjective and injective functions are ple on a full adder cell, wittF'I = (A), CI = (B, C,),

7. Transparency Path Composition



FO = (Z),andCO = (C,,:). Functions implemented by
such cells are not necessarily independent of each other, a

Use exhaustive algorithm to
find all transparency
functions for each cell

Build a dependency graph
where each cell is a node and
each implication is an edge

=) <CEEE >

the possible interconnection structures of Figure 6(b) reveal

Furthermore, this dependence, which we refer torgdi-
cation may be bi-directional. The implication is effected |
through the condition input€'l, which may be driven by |
theCI, CO, or FO of the implicating cell. |

In order to study the possible composition of two func- |
tions, f andg, into a bijective function, we categorize the |
function of Figure 6(a) into one of four classes, based onl
whether it is bijective and on how the implication through !
the C1s affects the bijection. In the following definitions,
Sy andsS; are the sets of all possible valuesiebit andi-bit
signals, respectively.

e Type tl: The function is bijective and the bijection is
independent of the implication througl s.

U f(x) = Sk

Vx €Sk

@)

e Type #2 : The function is bijective for each constant
value on the”'I s, but the bijection depends on the con-
stant.

vyeS: |J flay) =5

VzeSy

)

e Type #3 : The function is bijective for some but not
all constant values on th€'I s; the bijection may de-
pend on the constant. There exists at least one constan
value for which the function is not bijective.

Jyes: U flz,y) = Sk

Yz ES)

A

JyesS;: U f(z,y) C Sk
VzeSy

®)

e Type #4 : No constant value on th€'/s makes the
function bijective.

Yy e s : U flz,y) C Sk

Yz Sy

4

While bijections can be potentially composed out of any
combination of function types, participation of Tyge
functions in bijection composition consistently results in ex-
ponential complexity. As Typé4 functions are inherently
not bijective for any constant implication from surround-
ing functions, they require exhaustive analysis of the com-
posed function. Such bijections are consequently omitted
by the proposed method. However, a wide class of trans-
parency functions can be rapidly composed out of the first
three types based on the following condition:

r————
I

For each combination of transparency
functions of the cells to be composed

|

Find the implication set
from the immediate

neighbouring cells

J

Find the type of the
function for this
implication set

Are the function
outputs either primary
outputs or function inputs
of other functions to be
composed?

Are the function
inputs either primary
inputs or function outputs
of other functions to be
composed?

N

Are all
functions of

Is there a
cycle betwen
implications of

Combination
produces a
]
transparency
function

Figure 7. Transparency Composition Algorithm

e Transparency Composition Condition: The compo-

sition of Typeil, Typet2, and Typei3 functions yields

a bijection if there exists no cyclic set of implications

between functions of Tyge and Typet3, and every

participating Typet3 functiong is bijectivevz € V,,

whereV/; is the set of values implicated to functign
t Under the above condition, Tyg8 functions reduce to
Typet1 or Typet2 due to the restricted implication set from
the surrounding functions. In addition, bijection composi-
tion is guaranteed by the acyclicity in the set of implica-
tions. The condition is simple to check, facilitating an ef-
ficient transparency extraction algorithm described in Fig-
ure 7. The condition is only sufficient but not necessary;
therefore some transparency functions composed from the
above types will be omitted. Nevertheless, the algorithm
is capable of rapidly extracting a very wide class of trans-
parency functions, comprising bit cluster level bijections,
surjections, and injections.

Using this transparency composition methodology, the
surjective and injective paths required for each cell may be
identified. Consider for example the circuit shown in Fig-
ure 8. In order to access céfl, a2-bit transparency path to
G L through cells{l andf2 is required. Celli1 provides a
1-bit transparency fronk’ to G and cellf2 provides al-bit
transparency fronf{ to L. An examination of the implica-
tion between the two cells reveals that the function of cell
f1 reduces to Typé2, while the function of celf2 reduces
to Typefl. Since no cyclic implication between Tyge
and Typet3 cells exists on the graph, the condition holds
and therefore the composed function is a bijection through
which the signat7 L may be controlled.
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Figure 10. Test Requirements of 74181 ALU

CinAOBOA1B1A2B2A3B3 Z0Z1Z2Z3Cout
FA#1: AAAVVXXXX FA#1: A A X X X
FA#2: X AAAAVYVXX FA#2: X A A XX i i i
A X o anaaryy FArs X X A A X The sec_ond |_”nodule isthe 74181 ALU [11], whlch.unhke
FA#4: XX XX XAAAA FA#4: X X X A A the adder is neither homogeneous, nor regular. This exam-

ple further demonstrates the ability of the methodology to
adjust the identified test requirements to the inter-cell con-
nectivity. The connectivity and the test requirements for
each cell are shown in Figure 10. Based on the granularity
adjustment methodology of Section 6, the test requirements

The proposed test requirement identification method is for the cell pairs(§1, #5), (42, £6), (43,£7), and(#4, 18) are
demonstrated and evaluated through several example modherged. Furthermore, establishing a surjective path to the
ules in this section. The first module, shown in Figure 9, 10 inputs of cellz9 requires a hierarchical test path to &l
is a simple4-bit carry-ripple adder [15], comprisingfull- inputs of the ALU. Consequently, the test justification re-
adder cells, such as the one shown in Figure 4. Consider forduirements for cell§1 throughg8, which are all subsets of
example the test requirements fBr4#3. According to the  the test justification requirements for cgdl, are discarded.
proposed methodo|ogy of Sectior{A’/S are assigned to the The final set of test requirements for the ALU is thus ad-
inputs and outputs of the cell that are also inputs and outputgusted to the module connectivity and is shown in boldface.
of the module, in this casé,, By, andZ,. The’ A’ require- The third module is a restoring array divider [15] com-
ment onCs is satisfied through a surjective path frofq, posed of cells such as the one shown in Figure 4. The circuit
Bj, while the’ A’ requirement or(; is satisfied through  and the test requirement analysis are shown in Figure 11.
an injective path tdZs, activated by any constant valtie’ While the module is not homogeneous, its inherent regu-
on As, Bs. The remaining inputs and outputSy,,, Ag, larity allows parametrization of the test requirements. Con-
Bg, Zy, Z1, andC,,; are assignedX’s. The identified sider, for example, the test requirements for ¢&ll The
test requirements are symbolic, as necessary for hierarchifour inputs of the cells are justified through a surjective path
cal test path construction, but also compact and accuratefrom D3, Z,, andZ; and a surjective path from, and Zs.
thus close, in terms of precision, to the minimal hierarchical The two outputs of the cell are propagated through injective
test requirements of the full adder. Furthermore, the regularpaths to outputs)., @3, and.S,. These inputs and outputs
structure of the module allows the test requirements to beare consequently assigned a test requirerhéht The re-
parametrized; therefore, the analysis is performed only for maining inputs all require constant values to establish the
the prototypical cell and the boundary cases. injective and surjective paths and are, therefore, assigned

Figure 9. Test Requirements of Carry-Ripple Adder

8. Examples
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RESTORING ARRAY DIVIDER
2 TPES(Module) = Z TPES(Path), where (5)

J\m 22 b2 7 D3
z1
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D1 l D2 l D3 25 o .
RQZ T e S TPES(Path) = [[ TPES(Bit), and  (6)

#6 #5 #4 V Bits
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e 07 Cell Cell c+|| o 1 Zf X!
ell *— Cell = Cell = VU—
# #2 # TPES(Bit) =< 2 if 'V’ ©)
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s:t s; st 4 Zf A
Test Justification Requirements: Test Propagation Requirements: Test Path Identiﬁcation Severjmﬂecting the pOSSIbIIIty
Collft:  n PZ3ZAZazED D203 Colpt:  n020384SSSS that testability hardware will be needed due to the transla-
Cell#2: AVAAVVVAA Cell#2: AAAXXX 1 I i i 1
Gonid: AV AAVVVAM Coliz:  ARAXXX tion complexity of exact test requirements, is defined as
Cell#4: VAVVAVVVA Cell#4: XAAXAX
Cell#5: VAVAAVVAA Cell#5: XAAAXX
Cell#6: VAAAVVAAV Cell#6: X A A X X X TPIS(Module) = Z TPIS(Path), where (8)
Cell#7: VVAVVAVVA Cell#7: XXAXXA
Cell#8 VVAVAAVAA Cell#8: X X A X A X V Paths
Cell#9: VVAAAVAAYV Cell#9: XXAAXX
Cell#10: A AX XX XAXX Cell#10: AXXXXX
Cell#11: A AAV XXAVX Cell#11: XAXXXX — ;
Cell#12: X AAAVXAVX Cell#12: XXAXXX TPIS(Path) - H TPIS(BZt)’ and (9)
V Bits
Figure 11. Test Requirements of Array Divider
1 if 'X
a test requiremeril’’, while the remaining outputs are as- TPIS(Bit) =4 2 if 'A (10)
signed a test requiremehX’. The granularity of test re- 4 af vV
guirements is once again adjusted using the methodology A e Fi 12 calculates th trollabilit
of Section 6, and the final set is shown in boldface. S an example, Figure 12 calculates the controliability

The above examples demonstrate the ability of the pro-and observability TPES and TPIS of4abit carry-ripple
posed methodology to identify symbolic, yet accurate test adder for the test requirements |mpos_ed by symbolic paths
requirements defined on fine-grained input and output bit 2Nd by compacted gate-level test. Figure 13, further cal-
clusters. The granularity of test requirements is adjustedcUlates the metrics for the requirements imposed by non-
to the inter-cell connectivity of the module, in order to fur- compacted gate-level test and by the proposed methodol-
ther reduce the severity imposed on hierarchical test paths®9Y: The controllability metrics C-TPES and C-TPIS for

In addition, while not limited to homogeneous circuits, the the four approaches are summarized in Tables 1 and 2, while
methodology exploits inherent cell regularity, in order to the observability metrics O-TPES and O-TPIS are summa-

parametrize and compact the identified test requirements. f1z€d in Tables 3 and 4. Results are also reported in these
tables for the restoring divider and the ALU example cir-

cuits of the previous section. As demonstrated, the coarse-
ness of the symbolic paths results in very high TPES values,
although their generality ensures low TPIS values. On the

The objective of the proposed methodology is to identify iher hand, the accuracy of exact test ensures low TPES val-
test requirements that reduce the severity imposed on h|erarUeS’ yet results in high TPIS values due to the complexity of

chical test and the corresponding testability hardware over-gyact translation. If the test is not compacted the problem

head. To evaluate the burden imposed on hierarchical tesfg gjightly alleviated but the TPIS values are still orders of
paths, the following two metrics are introduced, reflecting magnitude higher than the TPES values.

the severity of test path existence and test path identification
for a module. The underlying assumption for defining the

9. Severity Metrics and Experimental Results

The proposed methodology resolves the problem by
combining the generality required for fast hierarchical test

n:etr_ms '? thart]t_r:je I|k_(fajl|ho.od (Ojf path emstencr:‘e and thelpom]: path construction with the accuracy necessary for ensuring
plexity of path identilication decrease, as the generality o translatability. As a result, the TPES and TPIS values are

the path increases. Path generality increases with the width¢ 1« <ame order of magnitutland close to the minimal
and with the values attainable at each bit position. values. Thus, the identified test requirements significantly

Test Path Existence Severitseflecting the possibility o,ce the overall burden imposed on hierarchical test.
that testability hardware will be needed to establish trans-

parenpy paths due to the generality of the test requirements’ 2Except for controlling the ALU, where the full symbolic path is re-
is defined as quired.




‘ ‘ TEST PATTERNS - TEST RESPONSES

A[3:0] B[3:0]
A3A2A1A0B3B2B1B0Cin CoutZ3222120
) 000010110 01011
4-bit 010101101 01100
Carry Ripple 100100110 01100
- Cout— Adder - Cin— 111001101 1010 1
010100010 00110
M 101011100 11000
000111000 01101
‘ 011010010 01111
Z[3:0]
8 Distinct Vectors - 7 Distinct Responses
Symbolic Paths Compacted Test
1 Justification Path: "AAAAAAAAA" 8 Justification Paths: "VVVVVVVVV"
C-TPES(M)=4°=262144 C-TPES(M)=8*29=4096
C-TPIS(M)=29=512 C-TPIS(M)=8*4°=20197152
1 Propagation Path: "AAAAA" 7 Propagation Paths: "VVVVV"
O-TPES=4%=1024 O-TPES=7*25=224
O-TPIS=25=32 O-TPIS=7*45=7168

Figure 12. Metric Calculation for Symbolic Paths and Compacted Test

Proposed Methodology

4 Justification Paths:
v vF ”V vF ”V LI "XXVAXXVAA"
G Full | 1 Fulb) o p Fullp o F Rl "XVAAXVAAX"
Cine| C1 Cc2 Adder C3 Adder Cout VAAXVAAXX"

I i i I "AAXXAAXXX"

\j \j \ \j C-TPES(M)=22*434+22%44,22*44,.44=2560
C-TPIS(M)=42*23442*24442*2442-656

TEST PATTERNS - TEST RESPONSES 4 Propagation Paths:
( RANDOM FILL TURNED OFF) "XXXAA"
"XXAAX"
A3A2A1A0B3B2B1B0Cin CoutZ3222120 "XAAXX"
"AAXXX"

O-TPES=42442442,42-64
O-TPIS=22422422422-16

Non-Compacted Test
17 Distinct Justification Paths:
(8 have 3 Xs, 4 have 4 Xs, 5 have 5 Xs)

C-TPES(M)=8"264+4*2545*24-848
C-TPIS(M)=8*46+4*45,544"24,42-38144

7 Distinct Propagation Paths:
(3 have 2 Xs, 4 have 3 Xs)

O-TPES=3*23+4*22=40
O-TPIS=3"43+4*42=256

O+ 2O XXXXXXXooo Xo
4TO00O0 - XX XXO0O0OO0OO 0=

XXXXXo0oo00000 2+ =200 o=
O—-O0O—2OXXXXXXXO0O0o0oXo
SO0 O0 =2 %X XXO0OO0OO0OO 00O
XXXXXooooo0—2r0—r000=
XXXXXo200 > XXXXX=X
XXXXX=200=XOOXXXXX
Y002 OXXXXXXXooo Xo
O+ 2O =2 XXXXXXXO00OoX-—

XXXXXxXXXo000 ==+ 20
XX XXX == 240XXXXXXXX

XXXXXoo0o—2a—=200XXX-=X
XXXXXoooa—=—==XXXoX

Figure 13. Metric Calculation for Non-Compacted Test and Proposed Method



Table 1. Comparison of C-TPES Metrics

C-TPES Symbolic Compacted| Non-Compacted| Proposed
Metric Paths Test Test Method
Adder 262144 4096 848 2560
Divider 262144 9216 7360 49152
ALU 238435456 425984 65280 238435456
Table 2. Comparison of C-TPIS Metrics
C-TPIS || Symbolic | Compacted | Non-Compacted| Proposed
Metric Paths Test Test Method
Adder 512 20197152 38144 656
Divider 512 4718592 3662468 98304
ALU 16384 6979321856 230430714 16384

Table 3. Comparison of O-TPES Metrics

O-TPES || Symbolic | Compacted| Non-Compacted| Proposed
’ Metric ‘ Paths Test Test Method
Adder 1024 224 40 64
Divider 4096 1088 832 36
ALU 65536 5632 4064 32

Table 4. Comparison of O-TPIS Metrics

O-TPIS || Symbolic | Compacted| Non-Compacted| Proposed
Metric Paths Test Test Method
Adder 32 7168 256 16
Divider 64 69632 47888 272

ALU 256 1441792 1013856 320

10. Conclusions

Accurate modular test requirement identification is crit-
ical to the cost-effectiveness of hierarchical test, since the
severity imposed on the corresponding hierarchical test
paths is directly related to the anticipated testability hard-
ware overhead. A thorough understanding of the severity
imposed by exact test patterns as compared to symbolic
test provides the basis for defining appropriate test require-
ments. The proposed methodology identifies a set of fine-
grained, yet adequate input and output bit clusters to be
justified and propagated respectively, through which sym-
bolic test can be applied to each basic cell in the module.
Through an efficient cell-based transparency extraction ap-
proach, the proposed method adjusts the granularity of the
identified test requirements to the module connectivity. Fur-

(5]

(6]
(7]

(8]

9]

thermore, the identified test requirements are independent[lo]

of particular test sets and can be parametrized to exploit in-
herent repetitive structures and regularity in the design, thus
reducing the analysis time and the corresponding storage.

Most importantly, the identified test requirements combine [11]

the generality required for fast hierarchical test path con-
struction with the accuracy necessary for minimizing the
corresponding hierarchical test path severity. Thus, the DFT
hardware incurred for hierarchical test path construction is

(12]

reduced, fostering competitive hierarchical test approaches.[13]
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