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A MAP Equalizer for the Optical
Communications Channel

Wenze Xi, Student Member, IEEE, Tülay Adalı, Senior Member, IEEE, and John Zweck

Abstract—A maximum a posteriori (MAP) equalizer is pre-
sented for optical fiber communication systems. Assuming that
the span of the intersymbol interference (ISI) does not extend
beyond neighboring bits—typically the case for the distortion
introduced by polarization-mode dispersion (PMD)—we derive
the conditional probability density function (pdf) in the electrical
domain in the presence of PMD and amplified spontaneous emis-
sion (ASE)-dominated noise. Simulation results with an accurate
receiver model and all-order PMD show the success of the MAP
equalizer in reducing the bit error rate (BER) degradation due
to PMD.

Index Terms—Amplified spontaneous emission (ASE) noise,
maximum a posteriori probability (MAP) detection/equalization,
polarization-mode dispersion (PMD), probability density function
(pdf) estimation.

I. INTRODUCTION

PHYSICAL impairments in the optical fiber, in particu-
lar, chromatic dispersion, fiber nonlinearity, polarization-

mode dispersion (PMD), and amplified spontaneous emission
(ASE) noise from the amplifiers, all interact, limiting the data
rate and/or the transmission distances of optical fiber commu-
nications systems. Electronic domain processing, i.e., process-
ing of the signal after it is converted into electrical current
in the receiver, is becoming increasingly important in optical
communications systems. Electrical-domain approaches offer
flexibility in design and can be integrated within the chip
sets at the receiver, reducing bulkiness.

Equalizers based on the minimum mean-square error (MSE)
criteria have been shown to be effective in reducing the penalty
due to PMD, a major source of intersymbol interference (ISI)
in installed terrestrial fiber systems [1]. Equalizers that are
specifically designed for optical communications are discussed
in [2], where it is noted that to optimize performance the
properties of the signal and noise have to be taken into account.
Since the adaptive computation of filter coefficients at gigabit-
per-second data rates is still prohibitive, equalizers based on
maximum-likelihood sequence estimation (MLSE) and maxi-
mum a posteriori (MAP) detection have recently been proposed
[3]–[7] to improve performance. MLSE bases its decision on
the observation of a sequence of received signals and searches
for the best path through a trellis that maximizes the joint
probability of received signals. The MAP equalizer, on the
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other hand, makes decisions on a symbol-by-symbol basis
and is optimum in the sense that it minimizes the probability
of bit errors. Both the MAP equalizer and the MLSE are
superior to equalizers that rely on error metrics such as the
MSE as they directly minimize the errors in a symbol or se-
quence. Current implementations of MLSE for optical channels
[3]–[7], however, rely on generating lookup tables through
histograms, a very challenging task at very low bit error
rates (BERs) of 10−8 or less at which optical communica-
tions systems operate. A remedy that has been suggested is
to approximate the distribution function with limited statistical
information using Gaussian assumption [5]. Moreover, because
PMD is a stochastic process, in all these approaches, the accu-
mulated or approximated statistics need to be able to track the
variations in the time scale that the PMD changes.

This paper presents an effective and practical probability
density function (pdf) approach and uses it in a MAP equalizer
for mitigating the effects of PMD distortion in the presence
of ASE noise. We derive an expression for the pdf of the
received electrical current in the central bit of given transmitted
bit patterns and show how these pdfs can be used to calculate
the posterior probabilities required for a MAP equalizer. They
also develop a practical method to accurately estimate the
entire pdf of the electrical current, including its low-probability
tails, from measurements of the averaged electrical current
as a function of time. The importance of this method is that
complicated optical-domain measurements of the signal can
be avoided by using electrical signal processing techniques,
greatly simplifying the implementation of a MAP equalizer for
a realistic optical communications system. Other considerations
for MAP equalizer design include the memory length of the
MAP equalizer, which should match the PMD-induced ISI
length. We derive the general form of a MAP equalizer for an
arbitrary memory length and specify a 3-bit MAP equalizer
for mitigating the PMD-induced ISI. Simulation results are
also presented to show the effectiveness of the MAP equalizer,
which, with its low memory requirement, provides a feasible
solution for ISI mitigation in optical communications systems.

The paper is organized as follows. Section II describes how
we modeled the PMD in optical fibers. Section III characterizes
the pdf of the filtered electrical current in the presence of
both PMD and unpolarized ASE noise. Section IV develops a
method to readily estimate the pdf of the electrical current in the
case that the optical filter bandwidth is large enough so that the
signal can pass almost undistorted, as is typically the case for
real systems. Section V describes the general form of the MAP
equalizer for an arbitrary memory length and a specific 3-bit
MAP equalizer for PMD compensation. Finally, Section VI
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presents simulation results for the MAP equalizer and compares
its BER performance with other electrical PMD compensators.

II. PMD

PMD is the primary barrier to achieving single-channel data
rates at 40 Gb/s and beyond in installed terrestrial fiber systems.
Perturbations that cause loss of circular symmetry in the core
and cladding of the fiber lead to birefringence and hence to
PMD. The PMD-induced distortion can be considered a sta-
tionary process in a system whose bit rate is on the order of
gigabits per second and can be characterized by two princi-
pal states of polarization (PSPs) at a given frequency, which
propagate through the fiber with different group velocities.
The propagation delay between the two PSPs is called the
differential group delay (DGD) τ . This difference in the arrival
times of the two polarization states leads to pulse broadening,
i.e., to ISI.

For the results in this paper, we modeled the PMD-induced
pulse spreading of the signal by using the coarse-step method
[15] to generate signals with all-orders of PMD. The coarse-
step method models a fiber with random birefringence as the
concatenation of many sections of polarization-maintaining
fiber of fixed birefringence, with uniformly distributed ran-
dom rotations of the polarization state of the light between
each section. To assess the feasibility of the MAP equalizer, we
tested its performance using a small number of random fiber
realizations whose DGD values ranged from 0 to 100 ps.

III. CHARACTERIZATION OF PDF

This section explains how to obtain the pdf of the low-pass
electrically filtered current in the receiver from the PMD-
distorted noise-free optical signal and the optical signal-to-
noise ratio (OSNR). We extend the generalized χ2 receiver
model described in [9]–[11] from the scalar case to the
vector case in which the power of the signal is split be-
tween two orthogonal polarization states. In the development,
we assume that the ASE noise entering the receiver is unpolar-
ized additive white Gaussian noise.

Let x and y denote two orthogonal states of polarization in
the optical domain, and Sx(t), Sy(t), Nx(t), and Ny(t) the
noise-free signal and the ASE noise in these two states of
polarization, respectively. The noise-free signal Sx(t) can be
expanded in a Fourier series as

Sx(t) =

N
2 −1∑

k=−N
2

sx(k) exp(iωkt) (1)

where sx(k) denotes the Fourier coefficients of Sx(t), ωk ≡
2πkT0/T with T0 = T/N , and T is the period. Similarly, we let
sy(k), nx(k), and ny(k) denote the Fourier series coefficients
of Sy(t),Nx(t), andNy(t), respectively. The number of Fourier
coefficients in each expansion is denoted by N , which has
to be chosen to include most of the signal energy in the
bandwidth of interest.

It was assumed that the receiver consists of an optical filter,
an ideal square-law photodetector that converts the optical
signal into an electrical current, and a low-pass electrical filter.
If the Fourier coefficients of the optical and electrical filters
are denoted by hopt(k) and hele(k), respectively, then the
output electrical current is given by

y(t) =

N
2 −1∑

k,l=−N
2

[sx(k) + nx(k)]∗ wkl(t) [sx(l) + nx(l)]

+

N
2 −1∑

k,l=−N
2

[sy(k) + ny(k)]∗ wkl(t) [sy(l) + ny(l)] (2)

where wkl(t) ≡ κh∗opt(k)hopt(l)hele(l − k) exp[it(ωl − ωk)],
“∗” denotes complex conjugation, and κ is the conversion factor
of the photodetector. Introducing a partitioned vector by con-
catenating the real and imaginary parts of Fourier coefficients

sx =
[
sx,R

(
−N

2

)
, . . . , sx,R

(
N

2
− 1
)

sx,I

(
−N

2

)
, . . . , sx,I

(
N

2
− 1
)]

(3)

and defining vectors sy , nx, and ny similarly, (2) can be rewrit-
ten as

y(t) = (sx + nx)TW(sx + nx) + (sy + ny)TW(sy + ny).
(4)

Here

W =
[
WR −WI

WI WR

]
= WT

where (WR + iWI)kl = wkl for −N/2 ≤ k, l ≤ (N/2) − 1.
The 2N × 2N covariance matrices of input optical noise

in each polarization state are defined as Kx = E{nxnT
x } and

Ky = E{nynT
y }. Assuming that the optical noise entering the

receiver is unpolarized additive white Gaussian noise with
zero mean and variance σ2, we have that K ≡ Kx = Ky =
diag(σ2, . . . , σ2). Since W is symmetric and K−1 is a multiple
of the identity, there is a real nonsingular matrix C such that

{
K−1 = CTC =

(
1

σ2

)
I

W = CTΛC
(5)

where Λ = diag(λ1, λ2, . . . , λ2N ). Using the linear transfor-
mations ux = Csx, uy = Csy , vx = Cnx, and vy = Cny , we
obtain

y(t) = (ux + vx)TΛ(ux + vx) + (uy + vy)TΛ(uy + vy)

=
2N∑
k=1

qx(k) +
2N∑
k=1

qy(k) (6)

where qx(k)=λk[u2
x(k) + 2ux(k)vx(k) + v2x(k)] and qy(k)=

λk[u2
y(k) + 2uy(k)vy(k) + v2y(k)]. Here, ux(k), vx(k), uy(k),
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and vy(k) denote the elements of the vectors ux, vx, uy , and
vy , respectively. Then, as in [11], the characteristic function
of the output electrical current at the filter output can be ex-
pressed as

Φy(ξ) =
2N∏
k=1

1
1 − 2iλkξ

exp

[
iξ

2N∑
k=1

λk

(
u2

x(k) + u2
y(k)

)
1 − 2iλkξ

]

(7)

and the pdf of the received electrical current y(t) is given by

fy (y(t)) =
1
2π

+∞∫
−∞

Φy(ξ) exp [−iy(t)ξ] dξ. (8)

IV. ESTIMATION OF THE ELECTRICAL CONDITIONAL PDF

In Section III, we derived an analytical formula (8) for the
pdf fy(y(t)) of the received electrical current in the presence
of both PMD and ASE noise. The MAP equalizer described in
Section V below relies on the knowledge of fy(y(t)). However,
because of the time required, it can be difficult to directly
measure this pdf in an experimental or real system, especially
in low-probability tails. Instead, we would like to compute
fy(y(t)) using (8). The problem is that for this computation, we
need to know the noise-free optical signal Sx(t), Sy(t) and the
total noise spectral density 2σ2. The total noise spectral density
can be easily measured using an optical spectrum analyzer.
However, in practice, it is difficult to directly measure the
noise-free optical signal. Nevertheless, one can fairly readily
measure the first-order moment 〈y(t)〉 of the electrical current
as a function of time t. In this section, we develop a method
to obtain approximations of an equivalent noise-free optical
signal S ′

x(t), S ′
y(t) and of the total noise spectral density from

measurements of the mean electrical current as a function of
t and show that these quantities can be used to obtain an
accurate approximation of the pdf fy(y(t)). Note that in this
method, we obtain the entire pdf fy(y(t)) at a given time
t from knowledge of 〈y(t)〉 as a function of t. Because the
phase and polarization information in Sx(t) and Sy(t) is lost
during the optical–electrical conversion in the photodetector, it
is impossible to uniquely determine the noise-free optical signal
from measurements of the current. For this reason, we call two
noise-free optical signals equivalent if they produce the same
pdf fy(y(t)).

The expectation of y(t) can be calculated using the first-
order moment-generating property of the characteristic function
given in (7), which can be written as

〈y(t)〉 = −i∂Φy(t)

∂ξ

∣∣∣∣
ξ=0

=2
2N∑
k=1

λk +
2N∑
k=1

λk

[
u2

x(k) + u2
y(k)

]
(9)

where 〈·〉 denotes expectation. The first term in (9) is the
mean filtered electrical current due to noise yn and the second
term is the filtered noise-free electrical current. An estimate of

yn can be obtained by transmitting a sequence of zeros and
taking its time average. Similarly, after repeated transmission
of a known sequence, observation of the ensemble average
for the received electrical current yields an estimate 〈y(t)〉.
Subtracting yn from the estimate of 〈y(t)〉 yields an estimate
of the mean noise-free electrical current.

We estimate the total noise spectral density 2σ2 as follows.
By (5), trace(W) = (1/σ2)

∑2N
k=1 λk. Therefore, 2σ2 can be

estimated as

2σ2 =
2yn

trace(W)
. (10)

Since the matrix W only depends on the optical and electrical
filters, the denominator of (10) is deterministic for a given re-
ceiver structure. Therefore, an estimate for 2σ2 can be obtained
from the estimate of yn described above.

The information of the optical phase and polarization state
of the signal is lost when the photodetector converts the optical
signal into an electrical current. Consequently, it is impossible
to uniquely determine the vectors ux and uy in (7) from
the current. However, a key observation in the development
is that the calculation of the pdf of the electrical current is
insensitive to the optical phase provided that the optical filter
bandwidth is wide compared to the signal bandwidth [8]. In the
Appendix, we show that optical phase information can be
neglected in the calculation of the pdf of the electrical current
provided that the bandwidth of the optical filter is large enough
so that distortion of the optical signal by the optical filter
can be neglected. In particular, we prove that if there is no
optical filtering, i.e., the bandwidth of the optical filter is
infinite, the pdf of the electrical current is independent of the
optical phase.

When the optical filter bandwidth is wide enough, we can
construct an equivalent noise-free optical signal S ′

x(t) and
S ′

y(t) with S ′
y(t) = 0 from the estimated filtered noise-free

electrical current as follows.

1) Estimate the filtered noise-free electrical current as de-
scribed above and compute its Fourier transform.

2) Calculate the noise-free electrical current after the photo-
diode by dividing the Fourier transform of the estimated
filtered noise-free electrical current by the transfer func-
tion of the electrical filter.

3) Construct an equivalent real optical signal by finding the
square root of the time-domain electrical signal calculated
from Step 2.

4) Calculate an equivalent noise-free optical signal S ′
x(t)

before the optical filter by dividing the Fourier trans-
form of the equivalent real optical signal from Step 3 by
the transfer function of the optical filter.

As an example, we estimate the electrical pdf conditioned on
a 3-bit sequence. They use yn to denote the sampled electrical
current y(nt0) in the nth bit slot after clock recovery and
xn to denote the corresponding transmitted information bit.
In implementation, the conditional pdf fy(yn|xn−1, xn, xn+1)
can be obtained by initially transmitting a known bit sequence,
which can then be used to estimate the total noise spectral
density, and the noise-free signal for all 8-bit patterns of
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Fig. 1. Comparison between the conditional pdfs calculated using (8) (true
pdfs) and the pdfs from Monte Carlo simulations denoted by solid dots.

Fig. 2. Comparison between the estimated electrical conditional pdfs and the
true pdfs denoted by solid dots. The optical filter bandwidth is 80 GHz.

interest—since we assume 3-bit interactions—using the method
described in Section III. In Fig. 1, the comparison between
the conditional pdfs calculated using (8) (true pdfs) and the
pdfs from Monte Carlo simulations is given for the system de-
scribed in Section VI with a mean DGD value of 57 ps. In
Fig. 2, for the same system, we compare the estimated con-
ditional pdfs of the electric current obtained using the method
described in this section with the true pdfs, and as observed in
the figure, the two pdfs match very well. Moreover, the decrease
in the optical filter bandwidth from 80 to 40 GHz only results in
a small deviation in the tails of f(yn|1, 0, 1) and f(yn|1, 0, 0)
for the estimated pdfs as shown in Fig. 3. These results suggest
that the electrical pdfs are not very sensitive to the bandwidth
of the optical filter, even for relatively narrow-bandwidth fil-
ters. The estimated conditional pdf can accurately evaluate
the tails of the pdf of the current, a task that can be difficult
in experiments.

Fig. 3. Comparison between the estimated electrical conditional pdfs and the
true pdfs denoted by solid dots. The optical filter bandwidth is 40 GHz.

V. MAP EQUALIZER

The conditional pdfs derived in Sections III and IV can
be used to implement a MAP equalizer to compensate for
PMD-induced pulse spreading and distortions in the signal. In
contrast to the bit sequence estimation of MLSE, the MAP
equalizer makes symbol-by-symbol decisions based on the
computation of MAP probability for each detected symbol and,
hence, is computationally less complex. Also, it introduces less
time delay during decision since decisions are not based on a
sequence. In what follows, we present a MAP implementation
that takes into account the ISI effects from both the preceding
and the successive symbols and, hence, is different than the
formulations given in [12].

We assume that the PMD-induced pulse spreading is con-
tained within a window of length 2k − 1 bits. For the derivation,
first consider the operation of the MAP equalizer for the first
k symbols, i.e., when only n = 1, 2, . . . , k are available. For
detection of the first symbol x1, one needs to compute the
posterior probability

P (x1 = A|y1) =
f(y1|x1 = A)P (x1 = A)

f(y1)
(11)

where A is either “1” or “0” and f(·) is the pdf. Since the
denominator of the equation is common to all probabilities,
the MAP criterion is equivalent to choosing the value of x1 to
maximize the numerator. Thus, the criterion for decision on the
transmitted symbol x1 is

x̂1 = arg
{

max
x1

f(y1|x1 = A)P (x1 = A)
}
. (12)

Assuming that the symbols are equally probable, the probability
P (x1 = A) can be dropped. Therefore, the decision of first
symbol can be written as

x̂1 = arg
{

max
x1

f(y1|x1 = A)
}
. (13)
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The second symbol decision can be made similarly by
computing

P (x2 = A|y2, y3) =
f(y2, y3|x2 = A)P (x2 = A)

f(y2, y3)
(14)

that can be written similar to (13) as

x̂2 = arg
{

max
x2

f(y2, y3|x2 = A)
}
. (15)

Given that the decision on x1 is correct, we write

x̂2 = arg

{
max

x2

∑
x3

(f(y2, y3|x1, x2, x3)P (x1, x2, x3))

}

= arg

{
max

x2

∑
x3

f(y2, y3|x1, x2, x3)

}
. (16)

Note that P (x1, x2, x3) can be dropped when {x1, x2, x3} are
all equally likely. Expansion of (16) results in the final decision
for the second symbol

x̂2 = arg

{
max

x2

∑
x3

(
f(y2|x1, x2, x3)

∑
x4

f(y3|x2, x3, x4)

)}
.

Similarly, when we reach the kth symbol

P (xk =A|yk, yk+1, . . . , y2k−1)

=
f(yk, yk+1, . . . , y2k−1|xk = A)P (xk = A)

f(yk, yk+1, . . . , y2k−1)
(17)

leads to (18) shown at the bottom of the page, given the
decisions x1, x2, . . . , xk−1. Expansion of (18) results in the
MAP equalizer decision

x̂k = arg


max

xk

∑
xk+1,...,x2k−1

f(yk|x1, x2, . . . , x2k−1)

×
∑
2k

f(yk+1|x2, x3, . . . , x2k) · · ·

×
∑
3k−2

f(y2k−1|xk, . . . , x3k−2)


 (19)

for the kth symbol. Note that by definition, the kth symbol is
in the center of a decision window of size 2k − 1. After we
reach the kth symbol, to detect the nth symbol such that n > k,
the decision window [m,m+ 2k − 2] of length 2k − 1 is

shifted over the received sequence where m > 1. As in (19),
the decision for this case is based on the evaluation of

x̂n = arg


max

xn

∑
xn+1,...,xm+2k−2

f(yn|xm, xm+1, . . . , xm+2k−2)

×
∑

m+2k−1

f(yn+1|xm+1, xm+2, . . . , xm+2k−1) · · ·

×
∑

m+3k−2

f(ym+2k−1|xn, . . . , xm+3k−2)


. (20)

As shown in (20), for each MAP equalizer decision, one needs
to observe a sequence of received symbols in a window of
length 2k − 1 and then calculate the posterior probability for
the center bit in the window. In a hardware realization, this
operation can be implemented by using several addition and
multiplication circuits. The number of addition and multipli-
cation circuits depends on the channel’s memory length, e.g.,
three addition and two multiplication circuits are needed for
realizing a 3-bit MAP equalizer. Hence, when the extent of ISI
is small, as is the case for PMD, it can be directly computed at
a reasonable cost using the expression, hence not requiring use
of an approach such as the Bahl Cocke Jelinek Raviv (BCJR)
algorithm [14].

For the simulation results presented in the next section, we
consider a very simple form of the MAP equalizer such that
the PMD-induced pulse spreading does not extend beyond the
immediate neighboring bit slots, i.e., the pulse spreading of
xn due to PMD is well contained inside the received 3-bit
sequence (yn−1, yn, yn+1). In most optical communications
systems, the probability that this assumption will be violated
is very small. The 3-bit MAP equalizer evaluates

x̂n = arg


max

xn

∑
xn+1

(
f(yn|xn−1, xn, xn+1)

×
∑
xn+2

f(yn+1|xn, xn+1, xn+2)

)
 . (21)

The conditional pdf can be estimated as discussed in
Section IV and used to calculate the conditional probabilities
f(yn|xn−1, xn, xn+1). The estimation of the conditional pdfs
only needs to be updated on the slow time scale at which
the realization of the fiber PMD changes. As shown in the
next section, the MAP equalizer that uses these conditional
pdf estimates is very effective at mitigating for bit errors due
to PMD.

x̂k = arg


max

xk

∑
xk+1,xk+2,...,x2k−1

f(yk, yk+1, . . . , y2k−1|x1, x2, . . . , x2k−1)


 (18)
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Fig. 4. BER as a function of the OSNR for five PMD mitigation methods for
mean DGD = 57 ps (all-order PMD): adaptive thresholding, seven-tap FFE,
five-tap FFE + two-tap DFE, MAP equalizer, and MAP equalizer with the
estimated pdf.

VI. SIMULATIONS

The numerical simulations are for a 10-Gb/s return-to-zero
(RZ) transmission system using Gaussian pulses with a full-
width at half-maximum (FWHM) of 50 ps and peak power of
1 mW. To include the effects of ISI due to all-order PMD over
a 1000-km fiber, the coarse-step method with 800 sections was
used, as described in Section II [15]. We did not impose any
relationship between the principal states of the fiber and the
input polarization state of the light. ASE noise is added in the
optical domain. To focus the study on mitigation of PMD and
ASE noise, we have neglected other effects such as the Kerr
nonlinearity and the chromatic dispersion of the fiber. After the
fiber propagation and optical amplification, the distorted optical
signal—in two polarization states—is filtered by a Gaussian
optical filter with a bandwidth of 80 GHz and passes through
a photodetector and a fifth-order electrical Bessel filter with a
3-dB bandwidth of 8 GHz. The electrical current is sampled
after clock recovery and the conditional pdfs shown in Figs. 1–3
can be used to generate a lookup table to be used in the MAP
equalizer.

To evaluate the degree to which the 3-bit MAP equalizer
compensates for the all-order PMD distortion in the opti-
cal fiber, we compare the BERs for the following cases:
adaptive thresholding, a feedforward equalizer (FFE) [13], a
decision-feedback equalizer (DFE) [13], MAP equalizer, and
MAP equalizer with the estimated electrical pdfs described in
Section IV. The results shown in Fig. 4 are for a fixed fiber
realization as the OSNR varies from 2 to 14 dB. We set the fiber
PMD parameter to 1.8 ps/

√
km and selected a fiber realization

with a DGD of 57 ps, which is chosen to be close to the mean
DGD. We performed Monte Carlo simulations with different
noise realizations for a 32-bit pseudorandom bit sequence.

Because the PMD-induced ISI is contained within a short
bit sequence, for the FFE we set the filter length to be seven,
and for the DFE we set the feedforward filter length to be five
and the feedback filter length to be two. Hence, both the FFE

and DFE implementations are at the full symbol rate. To test
the BER performance of the FFE and the DFE, we transmitted
5000 bits for training, and the FFE and DFE coefficients were
updated such that the MSE is minimized. For the FFE and DFE,
the decision threshold was chosen to be the optimum threshold,
that is, the threshold is adaptively set to minimize the BER.

We also give the BER performance of adaptive thresholding.
By using the analytical conditional pdfs derived in Section III,
we can analytically compute the BER as a function of decision
threshold voltage from the average pdfs for the marks and
spaces, where we average over all possible 3-bit patterns. The
minimum value of the BER as a function of the threshold is
computed analytically as described above [16], and the result is
shown in Fig. 4.

It is also instructive to compare the performance of a MAP
equalizer using the analytical conditional pdf and the estimated
conditional pdf. For this comparison, we first calculate the an-
alytical conditional pdf given in (8) by using the actual optical
noise-free signal and the total noise spectral density 2σ2. The
estimated conditional pdf is calculated by estimating the noise-
free electrical current and total noise spectral density using the
method described in Section IV, for which 8-bit pseudorandom
training sequences of length 3000 were used. As observed in
Fig. 4, the BER performance of the two methods agrees well.

As observed in Fig. 4, as the OSNR increases, the advantage
gained by the MAP equalizer increases. For a typical optical
communications system operating with an OSNR of around
12 dB, the MAP equalizer has more than an order of magni-
tude gain in terms of the BER with respect to the FFE and
DFE and two orders of magnitude gain with respect to adaptive
thresholding. More gain for BER is expected as the OSNR
increases.

To study the MAP equalizer for all-order PMD compensation
with different mean DGDs, we used six fiber realizations with
mean DGD values of 0 (no PMD), 19, 42, 57, 84, and 102 ps.
We chose the fiber realization such that the DGD at the center
frequency of the optical channel is approximately equal to the
mean DGD of the fiber realization. The OSNR for the total
fiber propagation path was 10 dB. In Fig. 5, we compare the
performance with FFE, DFE, adaptive thresholding, and the
MAP equalizer. These results show that the MAP equalizer
generally has the lowest BER for different DGD values. FFE +
DFE performs consistently better than FFE alone although the
BER improvement is not significant. When DGD increases, the
BER gap among these equalizers tends to decrease. We also
notice that MAP equalizer provides little gain with respect to
adaptive thresholding in a fiber without PMD or when the DGD
is small. This is to be expected since the MAP equalizer is
designed for PMD mitigation by taking the ISI into account.
Fiber realizations with no PMD or low DGD result in similar
conditional pdfs for all the marks and for the all spaces in
which case the MAP equalizer has almost the same effect as
a normal threshold detector. However, as DGD increases, the
MAP equalizer provides significant improvement as observed
for mean DGDs of 42, 57, 84, and 102 ps. When the DGD
is extremely large, for example, more than 100 ps, the ISI
produced by PMD will spread beyond the immediate neigh-
boring bits, hence violating the assumption that the ISI is well
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Fig. 5. Comparison of the BER for the five PMD mitigation methods for fiber
realizations with different mean DGDs (all-order PMD) and OSNR = 10 dB:
adaptive thresholding, seven-tap FFE, five-tap FFE + two-tap DFE, MAP
equalizer, and MAP equalizer with estimated pdf.

contained in a 3-bit pattern. To compensate for a large DGD,
the memory length of the MAP equalizer needs to be expanded.
We should note that since the DGD is Maxwellian distributed,
different fiber realizations with the same mean DGD may result
in different amounts of ISI. Therefore, to more fully assess the
performance of the compensators requires a statistical analysis
using a large number of fiber realizations.

VII. CONCLUSION

This paper presents a novel MAP equalizer for PMD com-
pensation. The proposed MAP equalizer uses conditional pdfs
calculated in the presence of both ASE noise and ISI introduced
by PMD. A practical electrical-domain method to compute
or measure the conditional pdf is developed. Simulation re-
sults show that the electrical-domain conditional pdf estimation
method is very accurate and that the MAP equalizer achieves
significant BER improvement compared with other compen-
sators for PMD mitigation.

APPENDIX

Let S(t) denote the optical signal, N(t) the noise, Ho(t) the
optical filter impulse response, and He(t) the electrical filter
impulse response.

Lemma 1: Suppose that there is no optical filter before the
photodiode. Then the electrical current can be written as

Z(t) = |S(t) +N(t)|2 ∗He(t)

where ∗ is the convolution operator.
Suppose Sφ(t) ≡ S(t) exp(iφ(t)), where φ(t) an arbitrary

optical phase function, and let

Zφ(t) =
∣∣Sφ(t) +N(t)

∣∣2 ∗He(t).

Then the pdfs of Z(t) and Zφ(t) are equal.
Proof:

Zφ(t) =
∣∣Sφ(t) +N(t)

∣∣2 ∗He(t)

=
∣∣S(t) +Nφ(t)

∣∣2 ∗He(t) (22)

where we have defined Nφ(t) ≡ N(t) exp(−iφ(t)).
For a white Gaussian ASE noise, the noise statistics are

given by

〈N(t)〉 = 0

〈N(t)N ∗(t′)〉 =NASEδ(t− t′) (23)

where NASE is the power spectrum density of the ASE noise.
Thus, forNφ(t), 〈Nφ(t)〉 = 0 and the second-order statistics

are given by〈
Nφ(t)N ∗φ(t′)

〉
= exp [−i (φ(t) − φ(t′))] 〈N(t), N ∗(t′)〉
= exp [−i (φ(t) − φ(t′))]NASEδ(t− t′)
=NASEδ(t− t′). (24)

SinceN(t) andNφ(t) have the same statistics, the pdfs of Z(t)
and Zφ(t) are equal. �
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